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Foreword

Internet of Things (IoT) technology is finding application in many areas of industry and society, offering new services and promising increased time and resource efficiencies, and greater social wellbeing. However, much has been learned in the three years since the IoT Blackett review, with new challenges that cross social and technical areas, and that are interdependent in nature.

The PETRAS Cybersecurity of the Internet of Things Research Hub recognises that IoT comprises complex socio-technical systems and explores critical issues in privacy, ethics, trust, reliability, acceptability, and security. It brings together international research leaders from nine universities across the UK and works with cross-sectoral industry, government and NGO partners to identify barriers to IoT adoption, opportunities for IoT advancement, and the ability to develop best practice demonstrators.

As chair of the PETRAS Steering Board I have championed the use of the Hub’s outputs to facilitate further adoption of IoT, unlocking potential economic value for the widest possible array of stakeholders and user groups. As a Fellow of the Royal Academy of Engineering I am committed to promoting excellence in engineering for the benefit of society and enhancing UK prosperity as an impartial adviser to government. The goals of both the research hub and the Academy are well demonstrated in the production of this report.

The report considers applications of IoT in three broad categories – consumer, industrial and public space – and examines the most pressing policy challenges, raising a broad range of issues that need to be considered to maximise impact.

It is particularly pertinent, in an uncertain international landscape, that this report highlights the UK’s opportunity to lead the development of international IoT strategy. Any international strategy needs to include the sharing of knowledge and best practice relating to both technical and social aspects of the IoT, as well as policy implementation. Ensuring the UK leads this development will give the best opportunity for the UK to become an established, leading player in the emerging international IoT product and service market.

Dr Mike Short CBE FREng
Chair of the PETRAS Steering Board
Chief Scientific Adviser, Department for International Trade
Executive summary

This report examines the policy challenges for the Internet of Things (IoT), and raises a broad range of issues that need to be considered if policy is to be effective and the potential economic value of IoT is harnessed. It builds on the Blackett review, *The Internet of Things: making the most of the second digital revolution*, adding detailed knowledge based on research from the PETRAS Cybersecurity of the Internet of Things Research Hub and input from Fellows of the Royal Academy of Engineering. The report targets government policymakers, regulators, standards bodies and national funding bodies, and will also be of interest to suppliers and adopters of IoT products and services.

Key messages are summarised below:

**Strong leadership and oversight from government is vital to address complex and interdependent challenges**

The approach to developing appropriate governance and regulation for IoT will need to reflect the disparate requirements of different sectors and areas of application, while identifying their points of commonality. A systems approach to policymaking will help to map out sector-specific and common issues, the roles and responsibilities of the different stakeholders, and how stakeholders should work together. The IoT agenda needs a recognisable home within government.

For the purposes of defining policy objectives, IoT applications can be divided into three broad categories – industrial, public space, and consumer.

Each category has broadly different objectives, communities of stakeholders, legal and regulatory contexts, governance arrangements, and public expectations. Policymaking should reflect the differing objectives of these categories while adopting an approach that acknowledges there are disparate requirements and constraints relating to sectors or domains within each category.

**Obtaining value from data is at the heart of IoT and a key business driver**

Looking to the future, IoT’s value will enhance because of its convergence with technologies such as artificial intelligence (AI), which can usefully extract information from the large volumes of data generated by IoT.

Three years on from the Blackett review, many of the barriers it identified are still present

Security and interoperability remain key issues. Technical standards, including those that promote security and interoperability, remain fragmented. However, overcoming barriers goes beyond the technical and requires a change of mindset and culture too: for example, greater security awareness and a willingness by organisations to create interoperable systems.

**Policies and technologies will be more effective if an understanding of interdependent social and technical factors underpins them**

An understanding of what influences trust and acceptability, and how this varies across different groups of end-users, is vital for ensuring that policies that support adoption are successful. Analogously, technologies that enhance privacy and trust will be more effective if their design incorporates an understanding of human behaviour.

The UK will need a strategic approach if it is to fully harness the economic potential of IoT

A forward-looking approach will help to identify how policy and other interventions might influence progress towards strategic goals. A strategy for IoT should align with key policy initiatives such as the government’s industrial strategy, and related initiatives such as the AI Sector Deal, the *Made Smarter* review, and the Robotics and Autonomous Systems (RAS) 2020 strategy.

The UK should lead internationally

Many IoT components and devices are manufactured outside the UK, with implications for the UK’s global competitiveness and its role in international regulation. The UK will need to focus its efforts on where it has strengths and can lead, whether these strengths lie in industry, research or regulation.

Consolidation of national and international knowledge and forums for sharing best practice will help

These will benefit policymakers as well as suppliers and adopters of IoT. They will also stimulate the cohesion of IoT ecosystems that are emerging, but still fragmented. The generation of knowledge through research – fundamental or applied to particular policy, technology or business challenges – remains vital.
IoT is an enabling technology that has the potential to fundamentally change society and business processes within and across sectors. At its most basic, IoT connects devices through the internet, which consumer applications such as smart home appliances or wearable technologies already do. IoT systems used in industry or smart cities may be more complex, and owned, governed and controlled by many different bodies. With applications across energy, construction, infrastructure, manufacturing, health, agriculture, defence, and transport, as well as public sector and consumer applications, there will be few parts of society not affected by IoT. As with other emerging technologies, there are substantial and interdependent issues around privacy, ethics, trust, reliability, acceptability, safety and security for the systems that are created, whether these are the smallest connected sensors and devices or large-scale platforms deployed in physical infrastructure. These issues play out very differently across sectors and applications.

Three years on from the Blackett review, a growing, if fragmented, IoT market is beginning to capitalise on new business opportunities around IoT products and services. However, greater economic gains are likely to be from increases in productivity or efficiency in industrial sectors and, looking further ahead, from applications that help to solve global challenges such as affordable healthcare and a cleaner environment. Many more innovations are expected as the technology develops, particularly when coupled with other technologies, such as AI and robotics, and with new business models. Capitalising on IoT’s potential will help the UK government to deliver both its industrial strategy and digital strategy. It is an important technology for enabling the delivery of the industrial strategy’s four Grand Challenges.

Leading sectors, such as the mining industry, already benefit from implementing IoT where the business case has been made. For other sectors, it can be harder to develop viable products and services, particularly for startups and SMEs targeting new – and possibly volatile – markets. End-users need support to identify IoT’s potential value with greater clarity on liability and responsibility. Industry also faces the challenge of how to introduce nimble, flexible and scalable IoT solutions rather than massive and unwieldy non-interoperable platforms, so that systems are cheaper and quicker to design and build.

As IoT devices and systems continue to proliferate, it is vital that security is an integral part of their design. There is also the challenge of how to deal with legacy systems that did not need to address security when initially built – particularly those used in critical infrastructure – and with partially trusted IoT systems that are a combination of old and new. Security challenges are dynamic, and it may be that new vulnerabilities are discovered in devices that have already been deployed. There are generic security challenges across applications, as well as application-specific challenges in
THERE ARE SUBSTANTIAL AND INTERDEPENDENT ISSUES AROUND PRIVACY, ETHICS, TRUST, RELIABILITY, ACCEPTABILITY, SAFETY AND SECURITY FOR THE SYSTEMS THAT ARE CREATED.

Cross-sectoral regulations of relevance to IoT already exist in areas such as data protection (General Data Protection Regulation (GDPR)), network and information security (Network and Information Systems (NIS) Directive), and radio equipment while sector-specific regulations are also emerging. Recent international developments, such as the US IoT cybersecurity bill and the proposed EU cybersecurity certification scheme, are also likely to shape the regulatory landscape in the future. The unique characteristics of IoT are such that the development of new policy or amendments to existing arrangements are likely to be needed. There is also a challenge in ensuring that developers of IoT products and services comply with the appropriate regulation.

This report is published alongside the Royal Academy of Engineering’s report, Cyber safety and resilience: strengthening the digital systems that support the modern economy, which considers regulatory and non-regulatory measures, including engineering approaches, for improving the safety and resilience of interconnected physical and digital systems.

The next section discusses the key messages in detail, along with recommendations on: policymaking; governance and regulation; overcoming technical and business challenges; education and skills; infrastructure; security standards and policy; risk management and resilience; liability; commissioning; and ethics and privacy.

AS IoT DEVICES AND SYSTEMS CONTINUE TO PROLIFERATE, IT IS VITAL THAT SECURITY IS AN INTEGRAL PART OF THEIR DESIGN.
Key messages and recommendations:

Overarching IoT policy and governance environment

1. Policy objectives for industrial, public space and consumer applications of IoT

IoT is an overarching term describing networks of connected devices that are deployed in many different sectors and applications. While there are various ways in which these applications can be characterised, it is useful for the purposes of policymaking to separate them into industrial, public space and consumer applications. While these three categories are not entirely distinct, each category has broadly different communities of stakeholders and differing public expectations, legal contexts and governance arrangements. Each category also has varied desired outcomes upon which policymaking should focus. Policy for industrial applications should focus on realising tangible productivity and efficiency gains, plus developing the secure provision of services through connected products or assets. Consumer IoT policy should focus on customer benefits such as reduced utility costs and improved quality of life, while proposing ways to reconcile the demands of security, privacy, cost and ease of use. Policy outcomes for public space applications share common elements with industrial and consumer applications - for example, outcomes might include both public sector efficiencies and customer benefits - and will need to balance the benefits between the various stakeholders. Focussing on these outcomes will help to ensure clarity in a complex landscape.

Recommendation 1: In developing policy for IoT, the Department for Culture, Media and Sport (DCMS), the Department for Business, Energy and Industrial Strategy (BEIS) and other government departments should distinguish the differing policy outcomes for industrial, public space and consumer applications of IoT. Policy for industrial applications should reflect the need to drive productivity and efficiency as well as threats to national infrastructure, manufacturing capability and safety. Policy for consumer applications should reflect consumer benefits such as improved quality of life but not compromise security or privacy. Policy for public space applications should reflect desired outcomes around both improved efficiency and consumer benefits.

2. Governance and regulation - a heterogeneous approach

A heterogeneous approach to governance and regulation of IoT should be pursued, rather than a one-size-fits-all framework that addresses IoT as a single entity. This approach should acknowledge the disparate requirements and constraints of sectors or domains along with their points of commonality. New policies should build on the existing regulatory contexts of each individual sector. Where possible, common approaches across sectors and domains will help to avoid duplication and support multi-sector supply chains and applications. Sectors must work together to ensure consistency between policies for existing cross-sectorial applications or those that may emerge in the future, for which strong government leadership will be required. Policymakers should consider adaptive methods for governance and regulation, which are built on forward-looking analysis of the benefits and risks of IoT. These methods will help to ensure that regulation keeps up with the fast pace of technological development.

There will need to be new mechanisms, and perhaps new regulatory frameworks, for cooperation between sector regulators and a genuine systems approach to policymaking. This will require joining-up across government departments, which will need government to have strong oversight of policymaking, to take on a convening role for the many stakeholders involved and develop ways of enabling cross-departmental working. Government should also have a strong international focus, and address issues around establishing and regulating both national and international markets. There is an opportunity for the UK to contribute to, and where appropriate lead, development of an international harmonisation of standards and governance of IoT - the involvement of the US and EU will be needed for this to be effective. International benchmarking of organisations will be key to achieving this successfully.

Recommendation 2a: The IoT agenda - encompassing industrial, public space and consumer applications - should have a recognisable home within government. That part of government should take a leadership role in coordinating policy across departments and internationally, and in using government’s convening power to bring the relevant stakeholders together. As part of a systems approach to policymaking, government should have strong oversight of IoT policymaking activities and of the various stakeholders that need to be involved in developing policy. This will help develop the combination of regulatory and non-regulatory measures required to ensure that IoT systems underpin a secure and trusted future.

Recommendation 2b: Stakeholders involved in governance and regulation of IoT, including government departments, regulators, standards bodies and industrial alliances, should collaborate to identify points of commonality between sectors, while distinguishing sector-specific requirements for governance and regulation. They should work together to develop common approaches to governance and regulation across sectors, where possible. These approaches should have flexibility to accommodate the applications that might emerge in the future. Government should coordinate activities between sectors. The market is very fast-moving, driven by business need and business opportunity. It is therefore important to ensure that the main players - for example, the major device manufacturers and network providers - engage in these activities.

Recommendation 2c: Government should continue to facilitate the development and deployment of standards for IoT where needed, building on progress to date. It should use its considerable convening power to bring together standards, policy and regulatory communities to develop an approach that best promotes the values and interests of the UK in a global context. Government should actively support UK national standards bodies in leading on the development of international standards, including coordinating and funding UK delegations. The BSI’s Publicly Available Specification (PAS) is one mechanism that can increase the tempo of standardisation and promote UK interests. To maximise expert involvement in standardisation and ensure independence from individual industry lobbying, the government should fund academics’ participation in IoT standardisation and ensure that involvement brings credit in research impact assessments.

Recommendation 2d: The UK government should work with other governments and international institutions - with the main providers of IoT components, devices and systems - towards ‘umbrella agreements’ that set out an international baseline for IoT data integrity and security for all parties to adopt. This will support the international supply chain in offering products and services globally.

3. Building capacity and coordination in cybersecurity policymaking and governance

Given the challenges of policymaking for IoT, as well as its complex, interdependent nature, developing global security solutions will require support in the form of capacity-building measures for governance and policy at an international scale. Very few
governments have the resources to fund large-scale IoT security policy research, but their decisions and approaches may have implications that will affect the UK. To maximise knowledge sharing and minimise the duplication of effort, and to enable dissemination of best practice findings to a global policy community, policymakers and researchers working on these issues require more cohesion through conferences, themed meetings and working groups, which will help to develop an international IoT policy research community.

As it did with the London Process, there is an opportunity for the UK to coordinate and shape debates about international cybersecurity policy in the context of IoT. There is a lack of focus and leadership in key international organisations on these matters, where legacy cybersecurity concerns continue to drive discussions. To guide the advancement of norms and agreements that will be necessary to ensure a safe and secure IoT, international policy coordination and cooperation will be essential.

**Recommendation 3a:** Existing UK cybersecurity capacity-building initiatives should be expanded to include IoT policy support for states without the research capacity to address these challenges. Existing policy-relevant research should be coordinated and disseminated through the establishment of an international IoT policy research community.

**Recommendation 3b:** The UK government should exercise its leadership to begin discussion on how it will integrate IoT into current international political negotiations over global cybersecurity.

### Harnessing economic value

#### 4. A strategy for IoT

IoT is widely recognised as an important underpinning technology for improving productivity and innovation, and creating a data-driven economy. A clear strategy for IoT is needed, building on the industrial strategy White Paper and sector-specific reviews and strategies such as the government’s Made Smarter review, the National Infrastructure Commission’s new technology study, the AI review, and the RAS 2020 strategy. The strategy should integrate best practice and current initiatives such as test beds and demonstrators, address where research and development effort is needed, and consider barriers to adoption. The strategy should go beyond IoT towards the ‘Internet of Everything’, with a greater focus on people, data and processes. This approach would build on the important support provided by Catapults.

There are lessons to be learned internationally about how IoT technologies are being applied in key sectors and how value from these systems is being created. It would be of great benefit to gather information about which IoT systems have been designed and deployed, the associated economic costs and benefits (where they can be identified), and the technical and social outcomes. This would ensure that testing, deployment and implementation of IoT in the UK could build on international best practice.

The strategy should identify the roles of the different stakeholders. While it is the market that determines which IoT systems are used and where, government has an important role in ensuring appropriate levels of safety, security and privacy in the deployment of these systems, whether they are in manufacturing plants, driverless cars or medical devices. The systems need to be trusted and trustworthy; for example, the end-user requires assurance that products or services bought comply with assured standards.

**Recommendation 4a:** As part of its leadership role, government, working in partnership with industry, should develop a clear strategy for IoT. The strategy should align with related strategies around digital technologies and encourage innovation, commercialisation and adoption of the technologies, and stimulate the development of the UK’s industrial IoT ecosystem. The strategy should recognise IoT as a socio-technical system, with a focus on people, data and processes in addition to the technologies that underpin the development of products and services. It will need a systems approach to tackle the complexity and interdependent nature of the challenges. This links to Recommendation 2a, which advocates the adoption of a systems approach to policymaking.

**Recommendation 4b:** Government should commission an ongoing review of best practice at both a national and international level to consolidate knowledge about how IoT solutions have been realised in industrial, public service and consumer applications and inform how testing, deployment and implementation of IoT in the UK can build on best practice. This is pertinent across all areas of IoT but particularly important in security, and in understanding how best to balance risk and reward in IoT implementation and how they are shared between stakeholders. The review should include the use of existing or new, innovative business models. Detailed information about the approach that a specific industry can take to adopt IoT in their upstream and downstream processes would also be of value.

### 5. An infrastructure roadmap

Accompanying the IoT strategy, a clear and widely-shared infrastructure roadmap for IoT that inputs into the National Infrastructure Delivery Plan (NIDP) will be of great value and should identify funding requirements. This aligns with the Blackett review recommendation for an IoT infrastructure roadmap. Such input to the NIDP should embed a clear understanding of the ownership, responsibility and extent of liability in relation to constituent parts of the IoT infrastructure, which is fragmented in nature.

**Recommendation 5:** Government should commission the development of an infrastructure roadmap for IoT that will feed into the NIDP. This will provide valuable information for developers and operators of IoT infrastructure, as well as for device and system manufacturers that will require connectivity from IoT infrastructure.

### 6. Overcoming technical and business challenges

Interoperability in IoT systems continues to be a central issue in harnessing economic value. Interoperability is needed at many different levels to ensure that the ecosystems can be created, components and systems are secure, and that the data generated can be effectively and responsibly shared and used. To date, much of the focus has been on the interoperability of devices, networks and communications protocols. Interoperability of communications is an intrinsic characteristic of the internet, and IoT solutions created today are generally all IP-enabled. Although technical interoperability may be feasible, organisations may be reluctant to create interoperable systems if they perceive that it will put their competitive advantage at risk. Demonstrating the business benefits of interoperability will be important.

In future, broader aspects of interoperability - for example, security controls, data and platforms – should be addressed. Support for interoperability technology demonstrators would clearly be helpful and should be an important consideration for UKRI. The government should explore investment incentives for the embedding of smart sensor networks with non-proprietary access. The role of testing and certification to demonstrate that IoT products achieve compliance with standards that promote interoperability should also be investigated.

There is a need to improve data management to ensure that the right data supports business needs. This requires a change in culture and business practices that enables the use of data as an asset. Access to data with high quality and integrity is a requisite part of realising
THE EDUCATION SYSTEM ACROSS THE UK NEEDS TO INCENTIVISE INCREASING NUMBERS OF STUDENTS FOLLOWING PATHWAYS TO ENGINEERING. THE RECENT INVESTMENT IN COMPUTER SCIENCE IN SCHOOLS IS WELCOME.

the significance of IoT. To realise the value of the large volumes of data generated, there is a need to incentivise and facilitate privacy-sensitive collection, secure trading and controlled sharing of proprietary data. Better understanding of data value chains and fair mechanisms for sharing value would be of benefit. Where personal data is shared, the consumer must have clear and potentially transferable rights under the GDPR. New models of ownership of data rights will be needed.

Recommendation 6a: UKRI should provide funding for interoperability demonstrators, including the necessary security controls, data and platforms. These demonstrators should be developed alongside the recommendations on standards (2c and 8a) that are central to achieving interoperability. They could be implemented as part of the Made Smarter review that recommends setting up large-scale demonstrators within Digital Innovation Hubs. Funding for interoperability demonstrators for health, energy and transport would help to address the Grand Challenges identified in government’s industrial strategy White Paper. In addition, the Catapult network should pursue actions to explore ways of incentivising and facilitating the controlled sharing of proprietary data, building on early exemplars from the UK and abroad. UKRI should promote the best practices defined in guidelines and regulations while encouraging the use of available services, toolkits, open source software and open application programming interfaces (APIs) to exploit IoT opportunities.

Recommendation 6b: As part of the knowledge transfer initiatives in Recommendation 4b, conferences, exchange schemes and networks should target business and industry leaders - CEOs and board members. This will enable knowledge transfer about the culture change needed to bring about the effective adoption of IoT and transform companies’ approach to protecting and using data. It would also help to develop the emerging industrial IoT ecosystem and support adoption (this links to Recommendation 4a).

7. Education and skills

Appropriate digital skills are required at all stages of the pipeline to deliver the IoT strategy and harness its economic value. While the UK government’s commitment to helping people develop the skills needed (including the focus on reskilling and upskilling) for jobs of the future as part of its industrial strategy is welcome, the ongoing skills shortage highlights the need for a major expansion of existing educational initiatives, programmes and strategies, or for a completely new way of delivering them. In addition to technical skills, other important skills include design, strategic planning, leadership and change management.

Curricula and training activities require adjustments to suit the skills demands of the emerging IoT market. These should be tailored for people requiring sector-specific IoT skills such as healthcare workers or factory employees. Stakeholders should support initiatives that encourage diversity of the talent pool. Schools should foster greater awareness of technologies and how they work around us to create a basic level of digital understanding and future generations of informed consumers that can make use of IoT. The government’s plans to evaluate the impact of current Digital Skills Partnership initiatives are welcome.

Recommendation 7a: Government should ensure that the reforms to post-16 education (T levels and new apprenticeships standards) include appropriate levels of skills development for end-users of IoT in the workplace. The basic digital skills content across all routes of the T levels should be sufficiently generic to cover all sectors and occupations, while specific T levels should provide the necessary specialisation. Implementation of the reforms will need to consider local employer needs.

Recommendation 7b: Government should examine the practical and scalable solutions needed to upskill the existing workforce. The creation of high-quality, employer-endorsed online training platforms is one possible option, as proposed in the recent Made Smarter review.

Recommendation 7c: The education system across the UK needs to incentivise increasing numbers of students following pathways to engineering. The recent investment in computer science in schools is welcome. Government should consider similar investments in design and technology in schools, as this subject provides excellent opportunities for young people to understand interfaces between physical and digital systems as well as practical opportunities to apply this, for example to IoT.

Recommendation 7d: Building on its plans to ‘build digital capability for all’ as part of the Digital Strategy, government should work with business and industry to deliver evidence-based initiatives to educate the public about IoT. These should improve technical and data literacy by raising awareness of the benefits and limitations of such technologies and ensuring that the public are informed users.
Security and Risk Management

8. Security standards and policy

To ensure end-to-end security of the IoT across different domains and application areas, formal standards that address security considerations in the design of IoT reference architectures are needed. The current standards landscape for IoT security remains fragmented, with several industry associations, interest organisations and regional standards-development organisations proposing guidelines, specifications and certification schemes for IoT security. As far as possible, baseline security specifications that apply across sectors should be developed, given the multi-sectoral nature of IoT ecosystems, while recognising that end-to-end standards solutions are easier to achieve within one sector.

Cybersecurity policies should require that there is transparency throughout the supply chain about the level of cybersecurity provided in products and services, and how this has been traded off against cost and ease of use.

Recommendation 8a: Government, working with the National Cyber Security Centre, UK national standards bodies, regulators and industry, should enable the development of security standards for IoT that provide a baseline across sectors, recognising the multi-sectoral nature of the supply chain, while working within specific national and international industry contexts. This recommendation should be carried out alongside Recommendation 2c.

Recommendation 8b: Government departments should ensure that policy reflects the critical importance of cybersecurity and the need to trade-off cybersecurity against other considerations that contribute to achieving policy objectives. DCMS, BEIS and other government departments should work with the National Cyber Security Centre and others to explore ways of ensuring levels of cybersecurity are transparent for products and services throughout the supply chain.

9. Risk management and resilience

In addition to ‘security by default’, government should help promote ‘resilience by design’, so that resilience thinking is embedded in the design and management of IoT systems across their lifecycle. This will help to ensure that resilient systems are created with appropriate secure and safe behaviours to minimise impact in the event of failure or compromise.

Recommendation 9: Government should commission guidance on how to integrate ‘security by default’ and ‘resilience by design’ principles and methods into the development of IoT products and services, on a sector-by-sector basis. Evidence that these approaches have been followed could help to demonstrate that products, services and systems have been developed with due attention to risk management and provide adequate security and resilience. This feeds into the recommendation on ensuring transparency about cybersecurity in products across the supply chain (Recommendation 8b). Guidance should be promoted widely to industry. Alongside government, professional institutions should play a role in encouraging security-mindedness and resilience-mindedness in professions.

10. Liability

Liability and chains of liability are significant issues for IoT, especially in an international context where the supply chain is global. However, it will be a challenge simply to assign liability in relation to IoT. Further exploration of this issue is required, along with consideration of alternative approaches and alignment with ongoing international initiatives in this space.

Recommendation 10: Government departments, regulators, legal bodies and industry organisations should work together on a sector-by-sector basis to explore the suitability of existing liability regimes for IoT applications, and to develop new approaches to liability where necessary. These actions should align with international initiatives.

Adoption and implementation

11. Ethical frameworks, privacy and consent

Designers, engineers, scientists and managers of IoT technologies are increasingly stewards of whole ecosystems, with moral responsibilities and liabilities. Appropriate ethical frameworks that support ethical behaviours should be developed and applied. These will be necessary for minimising risks to society, and ensuring that IoT systems do not create or enhance negative biases against certain groups nor underpin unethical approaches to surveillance or censorship. The potential use of IoT data in law enforcement also needs to be addressed.

Consent in IoT presents a complex and multi-faceted problem that is currently unresolved. While the GDPR strengthens the principle of consent, how the principle will apply in the context of IoT remains uncertain. Consumer IoT solutions pose important issues in terms of safety and consent, and social equality. As new uses of IoT data emerge, further focus is required to address the issue of consent, alongside related issues of data rights ownership and processing. Data protection authorities will need to develop clear guidelines about how to achieve consent in complex systems.

Further questions around how the regulation is implemented in practice will need to be resolved, for example where a service provider using cloud services is based outside jurisdictions that implement the GDPR. Monitoring GDPR introduction could be useful to learn from implementation challenges and to identify unintended side effects.

Recommendation 11a: Professional engineering institutions and other professional bodies, working alongside DCMS and the Centre for Data Ethics and Innovation, should build on existing ethical principles developed for professions to create an ethical framework for IoT to encourage ethical behaviours. They should provide case studies to illustrate how the principles are applied in practice.

Recommendation 11b: The Information Commissioners’ Office should develop best practice guidance for IoT stakeholders that nurtures a clear understanding and implementation of the data protection regulations.

12. Commissioning

Government can exert major influence on adoption through its own procurement actions. In these emerging technology areas a government preference for specialised purchasing from entrepreneurial SMEs could have great benefit. However, the perception remains that public procurement decisions continue to prioritise low cost over best value, and risk aversion hinders the introduction of innovative solutions. Government should adopt the established best practice around intelligent procurement, which will involve cultural change and a greater willingness to establish and accept an appropriate level of risk.

Recommendation 12: Government should consider how best to change the culture of risk aversion in public procurement decision-making, and encourage government departments and other public bodies to embrace innovative solutions to support the adoption of emerging technologies such as IoT.
1. **Introduction**

This report is published three and a half years after the publication of the Blackett review of IoT\textsuperscript{17}, which identified the opportunities for the UK to create economic value from the Internet of Things (IoT). Drawing on research from the PETRAS Cybersecurity of the Internet of Things Research Hub (PETRAS) and other sources of evidence, this report builds on the Blackett review and discusses the developing governance and regulatory context for IoT, and the key issues that need to be addressed if the benefits of IoT are to be realised.

The key issues are grouped under three interdependent themes:

- harnessing economic value
- security and risk management
- adoption and implementation

Many of the issues are interdependent, which creates additional complexity and greater difficulty in developing solutions to the challenges. The report suggests ways of tackling this complexity and puts forward policy recommendations to help the UK to position itself to capitalise on the opportunities provided by IoT. A strategic research agenda identifies areas for future research (see Annex).

It is published alongside a Royal Academy of Engineering report, *Cyber safety and resilience: strengthening the digital systems that support the modern economy*\textsuperscript{18}, that examines in detail the issues around safety and resilience of systems, including IoT.

IoT is an umbrella term that reflects an evolution of technology towards a proliferation of cheap ‘embedded systems’\textsuperscript{19a} connected to a network. It may comprise sensors that collect and transmit data, systems that make use of aggregated data and actuators that, on the basis of this information, take action with or without direct human intervention\textsuperscript{19b}. The term IoT is used across a whole spectrum of applications, from the smallest connected sensors and devices to large-scale platforms that can be deployed with physical infrastructure. IoT is considered a disruptive innovation in the sense that it has the potential to fundamentally change societal and business processes within and across sectors\textsuperscript{20}. Box 1 shows key considerations – technical and regulatory – for developers of IoT systems.

IoT has wide-ranging industrial, public space and consumer applications. Consumer applications are attracting much public and media interest, and there is a growing market for products and services in domestic and other consumer environments. The value
THE TERM IoT IS USED ACROSS A WHOLE SPECTRUM OF APPLICATIONS, FROM THE SMALLEST CONNECTED SENSORS AND DEVICES TO LARGE-SCALE PLATFORMS DEPLOYED WITH PHYSICAL INFRASTRUCTURE.

Introduction

Box 1: Developing an IoT system - key considerations

- What are the applications and what system architecture will they need? Developers should consider system architecture, before individual components.
- What hardware is required, where is it located and in what is it embedded? What should any sensors measure?
- What are the power requirements for sensors, processing, actuators, displays and communications?
- What communications protocols do systems need?
- Where is data stored? Where and how is it processed?
- What security is needed for the hardware and software, and data at rest and in motion? What are functional considerations resulting from a loss of security?
- Is it possible to update firmware – the computer programs that run a device – in a safe and secure way?
- Have issues of ethics, trust, acceptability and reliability been addressed?
- What are the legal requirements around data protection, including the need for informed consent and other aspects of GDPR compliance?
- What are the legal requirements around safety (Health and Safety at Work Act 1974)?
- What are the legal requirements around security and continuity of service (NIS Directive)?
- What are the arrangements for maintenance, updating and revocation, especially if the hardware is not readily accessible (for example, if it is embedded in a bridge or implanted in a patient)?
- Has the impact on end-users and change management aspects been addressed?

gained from IoT’s industrial applications may eventually dwarf that from consumer applications, since industrial sectors such as manufacturing, oil and gas, agriculture, and transportation make significant contributions to the UK and the world economy. Public space applications such as smart cities and intelligent mobility have the potential to underpin consumer-focused services and reduce traffic congestion, for example.

A fragmented IoT ecosystem is emerging in the UK, Europe and globally, as would be expected in an evolving market. The ecosystem is complex and includes providers of hardware, software and communications services, systems integrators and users. Cloud service providers and big data companies are also increasingly involved in the ecosystem. Commercial opportunities around hardware and software arise at every scale, particularly where products can be patented and sold in high volumes. For example, companies such as Arm and IQE supply hardware components. In the future, some companies may find a way to commodify components that use energy harvesting technologies. Other companies may provide communications subsystems. Others may implement increasingly complex subsystems and systems, including traffic sensors, traffic lights and journey planning for a city, for example.

There are also commercial opportunities around data-enabled services and the technologies that enable such services. IoT data marketplaces or data platforms that allow controlled sharing of data between organisations are emerging and will allow the volumes of data to be used effectively. Personal data stores that allow consumers to control how they share data with organisations are also evolving, with potential benefits to both. Developments that enable access to new forms of data will in turn provide opportunities for new uses of technologies, such as data analytics and artificial intelligence, that are able to generate value from the collected data, but also offer the opportunity for its misuse.

A technology push and a demand pull have driven the market to date. The technology push derives from improvements to network connectivity, the creation of new devices and platforms, developments in cloud computing, and progress in data management and analytics techniques. The demand pull is from business and consumers, as well as public sector initiatives such as smart cities. These two driving forces continuously inform and support each other. Small firms could play a significant role in meeting growing demand, possibly supported by innovative sources of funding. Big industries, which tend to be conservative in nature,
Personalised services will increasingly emerge that have the potential to improve individuals’ quality of life, such as those that support assisted living or help improve energy efficiency and reduce costs. Other more commercially driven consumer products and services will continue to emerge, such as the ‘connected home hubs’ being developed by large players such as Amazon and Apple. New uses of IoT will also improve efficiencies in industry and underpin new services. Organisations such as IBM and General Electric are developing industrial IoT platforms, as are emerging specialist IoT companies such as Telit27 and Teezle28. Some organisations within existing industrial sectors may have the expertise to implement IoT solutions by realigning existing in-house capabilities, while others will need to bring in or outsource expertise.

There is also the expectation that IoT could increasingly be used to help address global challenges such as improving productivity and resource efficiency, climate change and demographic shifts29. For example, smart city applications could reduce energy use and waste, ease traffic congestion, and improve the efficiency of public services. Health IoT applications could reduce healthcare costs by enabling remote monitoring and treatment of patients, reducing the pressure on hospitals.

Privacy, safety, security, ethics, trust, accessibility and reliability are all key areas of concern, and should be considered from the outset in design, operation and maintenance of IoT devices and systems. IoT covers several technologies and processes, with a variety of regulatory frameworks that apply to them (see Box 1 and Section 4.1). Approaches to designing and operating IoT systems will need to acknowledge the physical, human, social and digital dimensions of IoT to address the areas of concern. Challenges around privacy, safety, security, ethics and trust play out very differently across different sectors and applications, depending on the sensitivity of personal or commercial data collected, and on individual, operational, commercial or national security requirements.
The Blackett review of IoT highlighted the challenges around the adoption of IoT and the role that government can play in helping to achieve the economic potential of IoT. It outlined the actions for government to maximise opportunities and reduce the risks associated with this new technology.

More recently, IoT was identified as a key emerging technology sector in the government’s Digital Strategy. The government acknowledges that it can play a part in supporting the growth of such technologies through strategic interventions, with the aim of the UK remaining an international leader in R&D and adoption of IoT. PETRAS is part of a £30 million IoTUK programme of research and innovation funding that also includes the large-scale CityVerve smart cities demonstrator in Manchester, NHS test beds, and support for IoT entrepreneurs.

In the same vein, the Digital Strategy also outlines how the government can help unlock the power of data in the UK economy and improve public confidence in its use. It recognises that the increasing adoption of new technologies such as IoT produces increasing volumes of data, which creates new opportunities for business growth across sectors. The strategy also recognises that data infrastructure – ‘the assets, technology, processes, and organisations that create data, open it up and allow it to be shared’ – is integral to the successful development of technologies such as IoT, as are data handling and analytical skills.

In broad terms, the Digital Strategy signals the government’s plans to address the shortage of specialist digital skills to fill specific digital jobs, as well as digital capability for the public as a whole. However, it is not specific about skills for IoT. The Blackett review highlights specific skills that will be required in the design, development, installation and maintenance of IoT. Although not addressed in either document, it is important that there are people who can understand the technology’s potential and limitations and can see how it might be used in business. Consumers also need to be aware of how the technology might benefit them, along with the risks.

The diversity of IoT applications across a wide range of sectors, including energy, construction, infrastructure, manufacturing, health, agriculture, defence and transport, means that policy implications will be of relevance to a wide range of government departments. IoT is a key underpinning technology that will help the government put the UK at the forefront of the AI and data revolution. It will also support the success of other Grand...
AN UNDERSTANDING OF THE GLOBAL COMPETITION IS VITAL FOR THE UK TO ESTABLISH ITS OWN POSITION IN A GLOBAL MARKET.

Challenges set out in the industrial strategy White Paper – clean growth, the future of mobility and an ageing society – by enabling smart systems and greater resource efficiency, underpinning new business models in transport and driving innovations in health and care.

There are several detailed policy studies that illustrate application of IoT in specific contexts. For example, IoT is one of the emerging technologies of interest to the National Infrastructure Commission in its study on how technology can improve infrastructure productivity. Another example is the Made Smarter review that considers how UK industry can benefit from the accelerated adoption of digital technology, including IoT, across advanced manufacturing. Its recommendations focus on three areas: adoption, innovation and leadership. It recognises that convergence of IoT with other technologies will maximise impact and that good security, along with other trust-enabling solutions, is vital in ensuring IoT will be adopted by industrial organisations. The AI Sector Deal, which aims to boost the UK’s global position as a leader in developing AI technologies, is relevant since AI will be a key technology for analysing the large volumes of data generated by IoT. The strategy for robotics and autonomous systems is also relevant as some systems will be enabled by IoT.

The potential for the UK to create economic value from IoT and optimise its competitive advantage internationally is of interest across government, including HM Treasury. There is international interest as well. For example, the European Commission has recognised the economic potential of IoT as part of its Digital Single Market Strategy. The Commission identifies the risk of fragmentation of policies across countries that could prevent the creation of a Single Market for IoT, as well as fragmentation between industries as a result of unilateral action that could reinforce silos and prevent the adoption of cross-cutting approaches that promote interoperability. The forthcoming GDPR and the NIS Directive are two major interventions that will help harmonise legislation across Europe. There is also a high level of interest in IoT in countries outside the European Union such as China, US, Japan and Korea. An understanding of the global competition is vital for the UK to establish its own position in a global market.
3. Industrial, public space and consumer applications of IoT

IoT is characterised by a huge diversity of applications that reside in different sectors, with differing technical and social requirements, and necessitating a variety of approaches to policymaking and regulation. Most of its applications can be grouped within three categories: industrial, public space and consumer. Stakeholders that stand to benefit will differ by category: while industrial IoT will result in productivity and efficiency gains for industrial sectors, consumer IoT is expected to enhance quality of life or bring financial benefits to individuals. However, the scale of these benefits have yet to be fully quantified. Public space IoT applications have desired outcomes shared by both industrial and consumer applications. For example, benefits from IoT applied to transport have the potential to impact on multiple stakeholders, including planners, transport operators and the public. For some industrial applications, consumers share benefits too. For example, smart meters – in conjunction with other innovations such as new tariff options – stand to benefit both the energy industry and consumers.

The different categories of application are regulated in different ways. For example, industrial applications are subject to the Health and Safety at Work Act, while public space applications are not. The categories are also served by different commercial players and operate in differing legal and social contexts. Any disputes around the deployment of IoT in different contexts would need to follow very different paths to resolution. Boxes 2, 3 and 4 describe examples of consumer, public space and industrial IoT applications.

The main differences between industrial, public space and consumer applications are identified in Table 1, although it should be noted that many characteristics are shared across the three categories of application.
Policy objectives for industrial, public space and consumer applications of IoT

Recommendation 1: In developing policy for IoT, DCMS, BEIS and other government departments should distinguish the differing policy outcomes for industrial, public space and consumer applications of IoT. Policy for industrial applications should reflect the need to drive productivity and efficiency as well as threats to national infrastructure, manufacturing capability and safety. Policy for consumer applications should reflect consumer benefits such as improved quality of life but not compromise security or privacy. Policy for public space applications should reflect desired outcomes around both improved efficiency and consumer benefits.

Box 2: Consumer IoT: wearable fitness monitors for a healthy lifestyle

Consumer IoT has a diverse range of applications that benefit the user, both within the home and on the person. One such driver for consumers is to help track and manage a healthy lifestyle.

Wearable fitness trackers such as ‘Fitbits’ enable real-time activity tracking by monitoring step counts, heart rate, sleep quality and estimated calorie expenditure. Wi-Fi connectivity of such devices enables information to be transferred to cloud platforms and provides user access via computer, tablets and smart phones.

Sharing data on applications such as MyFitnessPal enables consumers to track their food intake, exercise and goals in a single place, bringing together information from multiple sensors such as GPS monitors and internet-connected weighing scales. This allows consumers to review and assess lifestyle changes. Such platforms also act as a social community, enabling consumers to share their progress with family and friends, and compete.

While fitness trackers represent the first step that consumers are taking into wearables IoT, other applications include personal safety wearables, ‘exact measure’ wearables with the ability to recommend clothing that matches the consumer’s shape or ‘thermal bracelets’ that provide thermal comfort.

The insurance sector is starting to use data from wearable tracking devices to adjust premiums according to the level of physical activity of the insured person. For example, Vitality offers rewards for customers based on their level of activity, as measured by a range of approved tracking devices.


Vitality, Activity Tracking webpage, www.vitality.co.uk/rewards/partners/activity-tracking/

Box 3: Public space IoT: a green IoT platform for reducing particulate emissions

Several initiatives are being explored for IoT technologies in public spaces to benefit local government and the public. In cities, such as London and New York, benefits include improving traffic flow, reducing pollution and energy consumption, and collecting data for policing.

One example of IoT in a public setting is a green IoT platform project in Uppsala, Sweden. To reduce particulate emissions, the local municipality is driving the implementation of a platform based on open standards, well-defined Application Programming Interfaces and open data. It will enable the testing and experimentation of new sensor technologies, with environmental monitoring used to inform traffic management, and better city planning. A broker will communicate sensor data in an open format for further storage and processing in the cloud, or for direct use by applications and services.

By deploying such a platform, the team in Uppsala aims to generate social, economic and environmental benefits. To help this goal, the platform is demonstrating, and informing guidelines for, the procurement of open IoT infrastructures that avoid vendor lock-in and enable third-party innovation in new services.


Box 4: Industrial IoT: improving efficiencies in manufacturing with location tracking

Stanley Black & Decker Inc. is a leading global provider of hand tools, power tools and related accessories. At its plant in Reynosa, Mexico, the company has 40 multiproduct manufacturing lines, thousands of employees, and produces millions of power tools each year.

Working with CISCO, the company deployed Wi-Fi frequency identification (RFID) tags within the plant to enable a real-time location system to track location and status of elements passing through the production lines and the plant. This information was accessible to assembly workers, shift supervisors and plant managers. The deployed IoT solution provided real-time results from good or bad production reports when integrated with quality checkers, such as the weighing of boxed products at the end of production lines, and enabled the tracking of production as it happened. This meant that floor managers were constantly aware of each line’s output, and could speed or slow production to meet daily targets. It also indicated how quickly employees were completing their respective stages of production.

The solution provided a 24% increase in overall equipment effectiveness (OEE) on the production line. It allowed faster decision-making because of immediate notifications of any issues. Labour utilisation improved from 80% to 92%, throughput increased by around 10% and there was a 10% reduction in inventory or material holding costs.

SEVERAL INITIATIVES ARE BEING EXPLORED FOR IoT TECHNOLOGIES IN PUBLIC SPACES TO BENEFIT LOCAL GOVERNMENT AND THE PUBLIC THAT INCLUDE IMPROVING TRAFFIC FLOW, REDUCING POLLUTION AND ENERGY CONSUMPTION, AND COLLECTING DATA FOR POLICING.

Table 1. Comparison between industrial, public space and consumer applications of IoT (continued overleaf)

<table>
<thead>
<tr>
<th>Examples of sector / application</th>
<th>Industrial IoT</th>
<th>Public space IoT</th>
<th>Consumer IoT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy, other critical infrastructure sectors, manufacturing, mining, construction, healthcare.</td>
<td>Transport (including connected cars), smart cities.</td>
<td>Smart homes, home energy management systems, wearables and fitness trackers, smart locks, smart televisions, smart watches, healthcare.</td>
<td></td>
</tr>
<tr>
<td>Beneficial outcomes</td>
<td>Productivity, efficiency.</td>
<td>Efficiency of public services and consumer benefits such as consumer-focused services.</td>
<td>Quality of life, convenience, energy efficiency, health and training improvements, increased time efficiency.</td>
</tr>
<tr>
<td>Nature of the technologies</td>
<td>Large platforms often built on evolving technologies, although there is a push towards creating more nimble, flexible IoT solutions for industry.</td>
<td>Large platforms often built on evolving technologies.</td>
<td>Some stable, smaller IoT consumer applications based on mature technologies such as smartphone and web technologies. Other consumer applications use more immature technologies that are inherently vulnerable.</td>
</tr>
<tr>
<td>Legacy issues</td>
<td>May be added to complex legacy systems comprising old technologies. Interoperability with existing legacy systems can be expensive, and also creates the challenge of operating within partially trusted environments.</td>
<td>New systems, or added to legacy systems.</td>
<td>Generally new systems, but consumer IoT can also be added to legacy systems.</td>
</tr>
<tr>
<td>Scalability</td>
<td>Industrial IoT systems need to be scalable, as they may comprise thousands of devices spread over large distances. Devices may be grouped and connected, and it should be possible to add devices to existing IoT infrastructures without service degradation. However, scalability will be dependent on the availability of communications infrastructure, and its availability cannot always be assumed in the design. Some applications require the ability to transmit large volumes of data, for example, via an existing industrial control system. Other applications may require only occasional transmission of small amounts of data. ‘Edge computing’ or ‘fog computing’ capabilities may be required, so that preliminary analytics can be carried out close to where the data is generated, rather than at a central server.</td>
<td>Smart city and transport applications are developing ‘platform of platform’ technologies that allow interoperability between different data platforms, and the sharing of data between many different applications.</td>
<td>Some consumer IoT applications have fewer devices and datapoints, so that requirements for transmitting volumes of data are less onerous. Other consumer applications may transmit large volumes of data, such as voice-controlled assistants that send data to the cloud for processing. ‘Edge computing’ capability may also be required in consumer applications, to limit the connectivity required to transmit data and/or for security reasons. Scalability implies that consumer devices can talk to and synchronise with each other in safe and secure ways, which is a particular challenge in public spaces and large crowds of people.</td>
</tr>
</tbody>
</table>
Communications and power requirements

- Sensors may be embedded in remote infrastructure that is physically difficult to access, for example, it may be subsurface, high up, offshore or in desert conditions.
- Maximum possible battery life is needed, using industrial grade batteries. Energy harvesting could be used to reduce dependence on batteries.
- New types of communications networks are developing to connect devices to central servers that are better able to accommodate specific power and bandwidth requirements, such as low power. These include LPWAN and NB-IoT.

Battery life is an important consideration. Distances are small and scalability is less of an issue.

Fixed sources of power or conventional, consumer-grade batteries are sufficient.

Resilience requirements

- IoT devices and systems may need to survive harsher environments, which may require resistance to high temperatures, corrosion, ingress of fluids.
- Many industrial IoT devices should have the capability to carry out remote periodic and forced maintenance and control without onsite human intervention.

IoT devices will need to be resilient to the weather conditions as determined by their geographical location.

Maintenance of large number of devices by local authority contractors or transport authorities is a challenge.

Resilience requirements are generally less stringent for consumer IoT applications; for example, devices may need to be splash-proof.

Cybersecurity

- Potential repercussions may be severe if devices or systems are compromised, hence there are more demanding cybersecurity requirements.
- There are particular challenges for cybersecurity in integrating IT and operational technology.
- There are cybersecurity risks from ageing devices that have not been patched or updated, or are unmanaged.

Cybersecurity incidents have implications for safety and privacy of the public, and could have more severe repercussions if systems are compromised.

Consequences if smart city interventions designed to improve physical security of the public, such as incident detection, crowd management and smart lighting, are compromised.

Implications for personal privacy and safety.

Currently, most consumer IoT systems only need to interface with relatively simplistic control mechanisms on consumer devices. However, in future, some consumer-facing devices such as connected healthcare devices may require more complicated control mechanisms, and security compromises could have a major impact on safety. Healthcare devices such as defibrillators and insulin pumps are already connected and vulnerable.

Risk of recruitment of IoT devices for denial of service attacks and other malicious activities.

Safety regulation

- In several sectors, regulation requires the development of a safety case; for example, nuclear, chemical, offshore oil and gas, railways and military systems.
- The Health and Safety at Work Act applies to IoT deployed in industrial workplaces.

Some public space applications may fall under safety case regulation, for example, transport applications.

In many cases, regulation requires a CE mark. This applies to implantable medical devices, toys, hot-water boilers, fridges, gas appliances, electrical equipment.

The General Product Safety Regulations 2005 (GPSR) also apply.
The IoT policy landscape

To maximise the IoT’s potential to generate social and economic benefits to the UK, while mitigating risks such as possible security vulnerabilities, the government should consider a range of options for policy and regulation. Some existing measures may be adequate to deal with IoT while some unique characteristics of the emerging technologies will require amendments or the development of new policy and governance arrangements. Creating regulation around an evolving technology is challenging, especially in an international context. Addressing the complexities of the global supply chain, data integrity across jurisdictions, and challenges of managing nested liability and consent will demand clarity about implications of IoT for the UK’s national interest. If these challenges can be addressed, economic benefits will accrue since IoT standardisation and regulation will help to stimulate growth by accelerating products into the market. Conversely, a lack of suitable regulation or uncertainty for developers about whether systems comply with regulation present a barrier to deployment. Certain IoT solutions will remain illegal until the necessary technologies – for example, privacy-enhancing technologies or security solutions – are developed that enable solutions to comply with regulations. Where regulation is needed, standards should be designed to support the regulator. The regulator will also need appropriate powers to take legal action if regulations are breached.

4.1 Regulation

At present, there are at least four main regulatory frameworks that apply to aspects of IoT, including data protection regulations, security of networks and information systems, product safety and liability laws, as well as radio equipment safety rules (Figure 1). Domain-specific legislation is also emerging, such as the Vehicle Technology and Aviation Bill. The main issue is not that IoT is evolving in the absence of rules and regulations that apply to it, but that these regulatory frameworks have developed separately from each other and need alignment in their development and implementation stage. Key questions are whether current regulatory frameworks are sufficient and fit-for-purpose, and how any changes to these frameworks might build on existing regulations for specific sectors and applications.

These regulations set broad principles such as ‘data protection by design’ and ‘security by default’, but need translation into clear guidelines and procedures for implementation. The EU’s Article 29 Working Party has taken forward the debate on privacy and...
data protection in emerging technologies, and has defined specific guidelines for implementing the GDPR requirements, such as the steps to conduct data protection impact assessments. It is the role of domestic regulatory authorities – for example, the Information Commissioner’s Office or OFCOM – to clarify these and monitor their implementation. Regulatory authorities need to clearly outline and communicate the extent of their responsibilities with regard to the implementation of these rules and how their remits align.

Regulatory alignment has an international dimension too, given the global supply chains for IoT products and the increasing requirement for transnational collaboration in critical infrastructure risk assessment and management, as seen in the NIS Directive. As governments are increasingly considering the adoption of new laws for ensuring a responsible level of IoT cybersecurity, such as the proposed Internet of Things Cybersecurity Improvement Act of 2017 in the US, they must also consider the effects of domestic laws for ensuring a responsible level of IoT cybersecurity, such as the NIS Directive.

Regulatory alignment has an international dimension too, given the global supply chains for IoT products and the increasing requirement for transnational collaboration in critical infrastructure risk assessment and management, as seen in the NIS Directive. As governments are increasingly considering the adoption of new laws for ensuring a responsible level of IoT cybersecurity, such as the proposed Internet of Things Cybersecurity Improvement Act of 2017 in the US, they must also consider the effects of domestic laws for ensuring a responsible level of IoT cybersecurity, such as the NIS Directive.

One challenge is the regulation of network infrastructure for IoT. This infrastructure includes a variety of networks with different configurations and properties, such as cloud and local networks, and public and private networks. The requirements of any given application will partly drive what types of networks are used. For industrial IoT applications, private networks may be essential to ensure quality and timeliness of communication, which is less easy to achieve on public networks. In general, public communications networks and services are regulated, while private networks are not. However, it is possible for public and private networks to share common carriers. The infrastructure’s complexity means that there is a risk of regulatory fragmentation and a variety of governance models, with subsequent risks to adoption and the successful creation of business propositions.

There are also challenges around how current regulatory frameworks for data protection and risk management apply. In the case of industrial applications, many different entities own and govern IoT systems that may be complex, distributed and made up of heterogeneous elements, both local and global. It will be a challenge to delineate clear rights and responsibilities between the private and state actors that form the distributed ownership and structure of IoT systems, especially as various actors may have different, unaligned objectives. A further challenge is that organisations may cease to exist in the future, leaving IoT devices online without support. The challenges for data protection, including uncertainties that result from the complexity of IoT systems, are discussed in Section 6.3.

Aside from the regulations that affect the movement of personal data, there are also factors that limit the free flow of non-personal data such as machine data or non-personal transactional data. These may be data localisation restrictions that stem from legal rules, administrative guidelines or practices that dictate or influence the localisation of data for its storage or processing and prevent the free flow of data across borders. There may also be contractual barriers that tend to limit re-use of data or sector-specific restrictions.

4.2 Standards

The Blackett review identified that a key uncertainty is the lack of dominant standards to enable a framework for openness, interoperability and security. IoT has evolved from many technologies and domains, resulting in standards that cover individual devices, communications or cloud services rather than an entire IoT system, which could adversely affect openness, interoperability and security. Several competing industry alliances are now developing standards, with corresponding risks. For example, it may be prohibitively expensive for SME innovators to differentiate between these standards and navigate such a complex space. There is a risk that this market competition will drive the adoption of weaker standards or standardisation competition between industry alliances or domestic/regional standardisation organisations.

Standards for technical interoperability are needed at many levels, including device, network, platform, cloud and data levels. Standards for ensuring security and privacy are also vital; end-to-end privacy and security needs coherent privacy and security safeguards for each component as well as between components. Organisational and management standards are also required. In future, human-computer interface standards for voice and sight will emerge, as will ethical standards.

Standards that promote interoperability will help develop networks of users, increase the variety of system products and boost efficiency in the supply chain, with corresponding economic benefits. Data standards preserve the meaning of data generated by IoT and the context in which the data originated. Without

Figure 1: Four main regulatory frameworks that apply to aspects of IoT

<table>
<thead>
<tr>
<th>Framework</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPR (2016/679)</td>
<td>Data Protection Bill, Data protection by design, Data protection by default, Data protection impact assessment, Accountability</td>
</tr>
<tr>
<td>Radio Equipment Directive (2014/53/EU)</td>
<td>Essential requirements (health &amp; safety), Equipment should not cause harm to the network, Product liability and liability, A should not cause harm to the network</td>
</tr>
<tr>
<td>NIS Directive (2016/1148)</td>
<td>Security obligations on operators of essential services</td>
</tr>
<tr>
<td>Consumer Protection Act (1985)</td>
<td>Type approval, Attributing responsibility for unsafe products</td>
</tr>
</tbody>
</table>
standards, there is a risk that a lack of interoperability will lead to a proliferation of bespoke systems, which will allow vendors to lock in customers and act as a barrier to new market entrants. Businesses may choose standards based on immediate availability rather than quality, with subsequent risks such as direct business loss, indirect decrease of market value and customer loyalty, and costs related to legal liability. A standard’s success will depend on factors such as its ability to promote or stifle innovation, facilitate market growth, increase transparency, and reduce monitoring and compliance costs.

Standards and requirements may be specific to a particular industry sector, such as healthcare or transport. Within industry domains, standards may be easier to achieve and agree as they would apply to a smaller group of market players and a well-defined IoT ecosystem, as seen for instance in the security standardisation efforts of the Industrial Internet Consortium (IIC)88.

Voluntary standards for IoT are emerging ahead of formal standards, since the latter take longer to develop, agree and institutionalise. Given the wide application scope of IoT, this is leading to fragmentation, which manifests itself in at least two ways. Domain-specific standards are evolving such as semantics and interoperability standards, for example, for smart city applications. At the same time, industry alliances and organisations are putting forward a considerable number of good practice principles and standards for data integrity, security, trust and resilience of IoT systems (such as the IoT Security Foundation, GSM Association, Online Trust Alliance, Open Connectivity Foundation (OCF))99.

Also, increasingly, industry associations are putting forward their own voluntary testing and certification schemes, such as the OCF IoT Certification Program or the BSI IoT Assurance Programme71, which may lead to duplication of efforts rather than convergence. However, the proposed EU cybersecurity certification scheme may form the basis for future international discussions on trust and standards in this space, and could lead to a collectively agreed baseline for IoT security. While the certification scheme is at a proposal stage and meant to be of voluntary nature, the planned scheme is set out to provide security provisions across the entire lifecycle of, for example, IoT products and services and would require formal standards to be set in place.

At this stage, there are ongoing debates about whether industry and the policy community should promote domestic, regional or international technical standardisation of IoT, and whether the current mix of standards can respond to interoperability, privacy and security challenges. Furthermore, it is uncertain whether voluntary standards will be sufficient, or whether there is a need for formal standards, supported by new regulatory frameworks such as the European Commission proposal for a cybersecurity certification scheme. Given the global nature of the supply chain, the debate about the geographical reach of standards and their possible impact on international trade is vital. Industry or specific industry sectors will drive the emergence of reference architectures73, and it is unlikely that either governments or standards bodies will have significant influence over these.

4.3 The international landscape

While establishing a UK approach to the cybersecurity of IoT is essential, the nature of these challenges is that they are not contained within state borders but rather, require international coordination and collaboration. There has been progress at an international level on technical aspects by organisations and groups such as ETSI Smart M2M, ITU-T and International Energy Research Centre (IERC) European Research Cluster on IoT. In addition, there are several public-private arrangements for information sharing as well as the Computer Security Incident Response Team (CSIRT) community that works collectively to mitigate against cybersecurity vulnerabilities as they arise.

However, there is a lack of global coordination at a political level. Ongoing disputes about data jurisdiction, the application of international law in cyberspace, and conceptions of sovereignty continue to impede progress on international political agreement on what constitutes responsible state behaviour in cyberspace. The inability of the 2016–17 UN Group of Governmental Experts (UNGGE) to deliver a consensus report highlights the challenges of international coordination that will become further complicated by IoT. How and where these issues are taken up will be of significance to every state and the UK government is well situated to shape this.

As it did with the ‘London Process’, there is an opportunity for the UK to coordinate and shape debates about international cybersecurity policy in the context of IoT. There is a lack of focus and leadership in key international organisations on these matters, where legacy cybersecurity concerns continue to drive discussions. International policy coordination and cooperation will be essential to guide the advancement of norms and agreements that will be necessary to ensure a safe and secure IoT.
A SYSTEMS APPROACH WILL BE NEEDED IN POLICYMAKING TO HELP CAPTURE THE INITIAL COMPLEXITY AND KEY RELATIONSHIPS, ENSURING THAT DIFFERENT ELEMENTS OF POLICY AND REGULATION WORK TOGETHER AS A COHERENT WHOLE.

A systems approach recognises IoT as a complex, socio-technical system where social and technical aspects interact, affecting the desired outcomes of openness, data integrity, security and interoperability. Given the complexity of IoT, this systems approach cannot rely on a single policy or regulatory intervention, but on a complex co-regulatory model that is likely to combine mandatory rules for data protection, network and information security, product safety and risk management with voluntary guidelines, codes of conduct and standards. It is likely that current legislative and regulatory frameworks will require more careful alignment to respond to the societal challenges of this evolving technology, rather than the introduction of IoT-specific legislation.

A fully coordinated approach will require government to have strong oversight of the policymaking process, to take on a convening role for the many stakeholders involved and develop ways of enabling cross-departmental working. Government should also have a strong international focus and address issues around establishing and regulating both national and international markets. There is an opportunity for the UK to contribute to, and where appropriate lead, the development of an international harmonisation of standards and governance of IoT. Other aspects of coordination could include facilitating public and private sector cooperation and providing oversight on funding and support for new technologies.
GOVERNMENT SHOULD BRING TOGETHER STANDARDS, POLICY AND REGULATORY COMMUNITIES TO DEVELOP AN APPROACH THAT PROMOTES THE INTERESTS OF THE UK IN A GLOBAL CONTEXT.

**Governance and regulation – a heterogeneous approach**

**Recommendation 2a**: The IoT agenda – encompassing industrial, public space and consumer applications – should have a recognisable home within government. That part of government should take a leadership role in coordinating policy across departments and internationally, and in using government’s convening power to bring the relevant stakeholders together. As part of a systems approach to policymaking, government should have strong oversight of IoT policymaking activities and of the various stakeholders that need to be involved in developing policy. This will help develop the combination of regulatory and non-regulatory measures required to ensure that IoT systems underpin a secure and trusted future.

**Recommendation 2b**: Stakeholders involved in governance and regulation of IoT, including government departments, regulators, standards bodies and industrial alliances, should collaborate to identify points of commonality between sectors, while distinguishing sector-specific requirements for governance and regulation. They should work together to develop common approaches to governance and regulation across sectors, where possible. These approaches should have flexibility to accommodate the applications that might emerge in the future. Government should coordinate activities between sectors. The market is very fast-moving, driven by business need and business opportunity. It is therefore important to ensure that the main players – for example, the major device manufacturers and network providers – engage in these activities.

**Recommendation 2c**: Government should continue to facilitate the development and deployment of standards for IoT where needed, building on progress to date. It should use its considerable convening power to bring together standards, policy and regulatory communities to develop an approach that best promotes the values and interests of the UK in a global context. Government should actively support UK national standards bodies in leading on the development of international standards, including coordinating and funding UK delegations. The BSI’s Publicly Available Specification (PAS) is one mechanism that can increase the tempo of standardisation and promote UK interests. To maximise expert involvement in standardisation and ensure independence from individual industry lobbying, the government should fund academics’ participation in IoT standardisation and ensure that involvement brings credit in research impact assessments.

**Recommendation 2d**: The UK government should work with other governments and international institutions – with the main providers of IoT components, devices and systems – towards ‘umbrella agreements’ that set out an international baseline for IoT data integrity and security for all parties to adopt. This will support the international supply chain in offering products and services globally.

**Building capacity and coordination in cybersecurity policymaking and governance**

**Recommendation 3a**: Existing UK cybersecurity capacity-building initiatives should be expanded to include IoT policy support for states without the research capacity to address these challenges. Existing policy-relevant research should be coordinated and disseminated through the establishment of an international IoT policy research community.

**Recommendation 3b**: The UK government should exercise its leadership to begin discussion on how it will integrate IoT into current international political negotiations over global cybersecurity.
5. Theme one: harnessing economic value

5.1 Context
Several industrial sectors have established mature business models and successfully adopted IoT, particularly where the economic benefits of implementing IoT are clear. One example is the mining sector, where the benefits of adopting IoT include improved efficiency, safety, maintenance and quality. It is estimated that the value added of IoT in mining and resources will be $370 billion per year by 2025, and it is expected that 90% of the value will accrue to the users of the technology rather than the developers. Another example is the aerospace sector, where the monitoring of aircraft engines has allowed Rolls-Royce to develop new services around its products, improve reliability, predict when maintenance interventions are needed, and improve long-term business forecasting. As a result, reliability across the fleet of engines has increased by 73% over a decade. Early deployment indicates technology brings benefits when used in a straightforward way to address known business-critical needs, for example the use of IoT sensors and predictive analytics to optimise large aircraft fleet and drive down maintenance costs.

Once initial barriers to adoption are overcome, other industrial and business sectors also stand to benefit from adopting IoT through increases in productivity and efficiency, and the adoption of the technology is predicted to grow rapidly. Manufacturing, smart cities and healthcare are areas that all expect growth. The World Economic Forum has also identified a number of specific opportunities for IoT, which will increase productivity and create more engaging work. These include supporting the emergence of the ‘outcome economy’, the creation of new connected ecosystems that cross traditional industry boundaries, and collaboration between humans and machines.

The economic benefits resulting from consumer IoT deployment are less well-defined, although there is potential for consumers to benefit from a wide range of new products and services. These include services that are responsive to individual user demands, quicker responses by goods and service providers when faults or deficiencies are discovered, remote fixes to update security or address identified faults, greater convenience, decision-making support, better allocation of resources, and remote control of home services when not physically present.
MANY IoT BUSINESSES STRUGGLE TO IDENTIFY IoT DEVICES OR SERVICES THAT COMPLEMENT EXISTING SERVICES, SUCH AS DOMESTIC IoT APPS USED WITH A SMARTPHONE OR TABLET, THAT COULD CREATE VALUE AND DRIVE GROWTH FOR THEIR CORE BUSINESS.

A strategy for IoT

Recommendation 4a: As part of its leadership role, government, working in partnership with industry, should develop a clear strategy for IoT. The strategy should align with related strategies around digital technologies and encourage innovation, commercialisation and adoption of the technologies, and stimulate the development of the UK’s industrial IoT ecosystem. The strategy should recognise IoT as a socio-technical system, with a focus on people, data and processes in addition to the technologies that underpin the development of products and services. It will need a systems approach to tackle the complexity and interdependent nature of the challenges. This links to Recommendation 2a, which advocates the adoption of a systems approach to policymaking.

Recommendation 4b: Government should commission an ongoing review of best practice at both a national and international level to consolidate knowledge about how IoT solutions have been realised in industrial, public space and consumer applications and inform how testing, deployment and implementation of IoT in the UK can build on best practice. This is pertinent across all areas of IoT but particularly important in security, and in understanding how best to balance risk and reward in IoT implementation and how they are shared between stakeholders. The review should include the use of existing or new, innovative business models. Detailed information about the approach that a specific industry can take to adopt IoT in their upstream and downstream processes would also be of value.

An infrastructure roadmap

Recommendation 5: Government should commission the development of an infrastructure roadmap for IoT that will feed into the National Infrastructure Delivery Plan. This will provide valuable information for developers and operators of IoT infrastructure, as well as for device and system manufacturers that will require connectivity from IoT infrastructure.

5.2 Challenges

5.2.1 Business models

Development of business models

The Blackett review identified that there were relatively few established business models for achieving profitability for businesses that might consider integrating IoT into products and processes. The review also commented on the challenge for both government and large businesses of making use of the volume and variety of data generated by IoT.

Three and a half years on from the publication of the Blackett review, new business models continue to be scarce in many areas because of outstanding technical, ethical, business and other challenges, and many organisations lag those in leading sectors that have successfully established business models. Many current business models in the IoT space are empirical or conceptual in nature. Black market business models are also emerging that use technology to circumvent standard pay models – the Kodi App is a key current example that makes use of smart devices. A legal application that can be loaded with additional plugins to allow streaming of video without payment, this has had a notable impact on Sky Television. As service-based models are increasingly introduced around data and IoT devices, then increasingly there will be devices to avoid payment. This may not be new to technology but the mass adoption of Kodi boxes in the consumer IoT space is of note and should be highlighted as a threat to future economic models.

There are several reasons for the slower development of business models in areas that are less high-value. One reason is that the new product development process for IoT is not mature and therefore the ability for organisations to develop strategy and business models is in a similar position. This is a particular challenge for new and small businesses targeting lower-value markets that may be in their infancy and volatile. Many IoT businesses struggle to identify complementary goods – IoT devices or services that complement existing services, such as domestic IoT apps used with a smartphone or tablet – that could be commoditised in order to create value and drive growth for their core business. Commoditisation will depend on the sustained commercial success of a product or service over a period of time. Another reason for slower development of
business models is that the deployment of IoT technologies in some applications may require a large upfront investment, without certainty about the return on investment. The current work on pricing models for IoT applications is developed for segments of the IoT architecture and focuses either on rather particular service configurations or on generic representation of functionalities, which does not support real-life end-to-end business models. The challenge of accurate economic costing is discussed further in the next section.

A situation where many large IoT businesses are in competition and positioning themselves in various business alliances also impairs the quality of business models. In addition, while the increase in venture capital funding is welcome, startups receiving this funding can make losses for several years. Therefore, even those who survive do not rely entirely on the success of their business models during this time. This situation is a consequence of a new politico-economic environment, characterised by new ways to distribute risk and a pressure to constantly push technology forward. Furthermore, a bottom-up appetite for data rather than a top-down quantified need drives IoT deployments in certain situations, and struggles to find ways to make use of the data that has been collected.

The adoption of IoT consumer products and services brings unprecedented changes to people in terms of autonomy and dependence, privacy and sociality, with resulting social, cultural and economic effects. Traditional businesses know how to shape their products or services in a way that is sensitive to the diversity of social and cultural contexts, or they go on and create new business propositions that respond to new social and cultural contexts to maximise success in the market. However, many customer IoT solutions are levelling in scope across populations, pose important issues in terms of safety and consent, and social inequality. There are also critical ethical questions about the fairness of business models that are based on the exchange of personal data.

Societal and personal approaches to risk, which influence how risk-adverse individuals and organisations are, will affect willingness to adopt IoT. To benefit from IoT, industry will have to accept a certain level of risk and will benefit from becoming more agile and less risk-adverse. For example, a reticence to adopt cloud services could limit the power of IoT. UK consumers have shown a willingness to adopt online shopping, for example, and have embraced it more wholeheartedly than other nations; whether the same is true for adoption of IoT remains to be seen.

**Challenges of accurate economic costing**

IoT involves the addition of physical components and is costly to develop, roll out and maintain when compared to social media and similar platforms. The cost of developing, implementing and maintaining complex IoT products, services and infrastructures can be difficult to quantify accurately and can vary significantly with customised solutions producing a key barrier to developing successful business models. There may be uncertainties, such as the required resiliency or the level of response to emerging security threats, that make costing a challenge. Initial savings from IoT forecasted by market researchers do not fully consider the challenges of permanent monitoring and constant updates, a real departure from the old paradigm to ‘write, deploy and run ICT systems’. Industry and market analysts are aware of these issues but there is little evidence that might help to address them.

There is considerable uncertainty around the costs involved in implementing specific parts of systems, such as sensing, actuation, and the capture, storage and processing of data. Further uncertainties arise where IoT systems are in use alongside legacy systems or where they replace them. There is pressure to keep costs down while, in reality, they could escalate considerably. For example, the cost of replacing an inexpensive battery in a field-deployed device may be many times greater than the initial cost of the battery. The commodity hardware used in many consumer IoT devices is unlikely to be sufficiently dependable for use in industrial applications, particularly given the high costs of replacing deployed components. Consequently, IoT devices developed for industrial applications are likely to be costlier than consumer devices. There are unassessed costs in key economic areas for the UK economy, such as in infrastructure monitoring, and there is no established risk-assessment methodology for cybercrime economic costing.

In future, the value to IoT businesses potentially lies in the data services that they can create, going beyond simply the provision of IoT infrastructure. Again, the costs of ensuring that businesses can usefully analyse the data captured while securing end-to-end security, privacy and other social, cultural, and ethical commitments is unclear. Realising the potential value in the market place and the broader economic, social and environmental value is a further uncertainty.

**5.2.2 Adoption, implementation and interoperability challenges for industry**

**Adoption and implementation**

A major barrier to adoption in industry is the lack of awareness and knowledge about how IoT can benefit organisations and how to go about adopting and implementing IoT. Technology selection is a challenge for organisations. Measures that build the IoT ecosystem or enable ‘matchmaking’ between industry and suppliers of IoT products and services will help to address this barrier.

There is still considerable scope for improving the way in which IoT technologies are designed and deployed to be useful to industrial sectors. While cheap and scalable solutions are possible due to the low cost of hardware, there are still many challenges for IoT providers in ensuring that systems are secure, safe and reliable, as well as commercially viable. Cyber attacks such as the recent Mirai botnet attack show that the model of low-cost, low-security IoT solutions is not sustainable. Furthermore, business models that do not factor in GDPR compliance may be at risk of failure, putting both companies and users at risk.

Industry faces the challenge of how to introduce nimble, flexible and scalable IoT solutions to tackle key problems, without constraint from massive and unwieldy non-interoperable platform architectures. Startups may not consider whole ecosystem implications, so ensuring flexibility in the application of their products is an important consideration. A potential solution may be to use an object-oriented architectural approach in which different components of the architecture deliver different IoT services. This approach would result in a more lightweight architecture and would reduce the time to market. Industry 4.0 is trying to facilitate a similar approach through its ‘administrative shell’ concept, which aims to create a digital representation of all the information available about an object, thus allowing smart industrial devices to communicate and understand each other.

All major systems integrators are developing IoT-capable management tools that allow faster development of business solutions and increased efficiency to meet the needs of potential new markets. These include, for example, Microsoft’s Azure IoT Suite, IBM’s Watson IoT platforms, Verizon’s ThingSpace and Cisco’s Jasper.

Industry can learn lessons about how key sectors in other countries are applying IoT technologies and how these systems
HARNESSING ECONOMIC VALUE FROM IoT PLATFORMS WILL REQUIRE A BUSINESS ECOSYSTEM IN WHICH BUYERS, SUPPLIERS AND MAKERS OF RELATED PRODUCTS OR SERVICES JOINTLY PROVIDE A VARIETY OF APPLICATIONS, PRODUCTS AND SERVICES TO END-USERS AND EACH OTHER AND IN WHICH DATA CAN BE BROKERED AND SHARED.

are creating value. It would be useful to know about the way in which IoT systems have been designed and deployed, the associated economic costs and benefits – where these can be identified – and the technical and social outcomes, so that testing and implementation of IoT in the UK can build on international best practice.

Interoperability and the development of business ecosystems
IoT will include many systems that only connect to and interoperate with specific devices. There will also be systems that discover devices within range or connected to the same network and that exploit services on those devices, benignly or malevolently. Ideally, there will be standard architectures, protocols, and policies that make it cheaper and quicker to design and build IoT systems from standard components. These components may be hardware or software or both. They may range in complexity from individual transducers and simple sensor modules through to complex subsystems that control many devices, log and analyse data, prepare reports, and apply local legal frameworks, such as GDPR, at the boundaries of jurisdictions.

Harnessing economic value from IoT platforms will require a business ecosystem in which buyers, suppliers and makers of related products or services jointly provide a variety of applications, products and services to end-users and each other. Such platforms would be easily expandable and provide incentives for developers’ contribution, promoting bottom-up development of the ecosystem by allowing others to have access to what is already there and to build on top of it. This will prevent fragmentation of the ecosystem and maximise economic value.

This approach may provide commercial benefits to companies. An integrated solution, including data analysis, model development, model maintenance and integration with third-party products and applications, could be prohibitively expensive compared with the use of open standards and interfaces that enable a greater diversity of providers. While large providers may compete to provide integrated end-to-end solutions, technology startups will tend to promote more open-access and lower quality or free services. Ideally technology startups should be able to focus on what they do best – for example, developing new sensors or analytics – without concern about how they integrate with other parts of the IoT system, in whatever context they are deployed. One challenge is the support that startups might need to become part of the IoT ecosystem and how they can link up to a customer base with low risk for the customer.

IoT marketplaces
The creation of standardised and dedicated IoT marketplaces can boost economic value gained from IoT, but there is a lack of established IoT marketplaces. These marketplaces allow businesses to access emerging technologies more easily. Telus and ThingWorx are two examples of such marketplaces. Standardised and dedicated marketplaces can disseminate IoT innovations, increase trustworthiness and adoptability of IoT solutions, and therefore create new horizontal markets and define new value points and market values. There is a view that IoT marketplaces might operate more effectively if they were sectoral rather than generic, although the deployment of IoT across sectors, such as transport and health or between public and private domains, may result in greater innovation and efficiency.

Integrating digital products into industries
IoT has potential to impact upon business operation across many industrial sectors. It requires the dynamism of the IT industry to be brought together with particular dynamics in other domains, which may have longer cycles and different requirements. Domain expertise is vital for identifying whether IoT is a suitable solution alongside alternative approaches, and how it might be used in a particular context. New risk-assessment approaches and combinations of interdisciplinary expertise may be required. For example, embedding ‘risk engineering’ in the design and development of future IoT systems and evaluating it throughout their entire service lifecycle would represent an important alternative to reactive cybersecurity.

5.2.3 Data management and data sharing
Improving data management
There is a lack of data management in many IoT architectures. The design approach for IoT architectures tends to focus on technology and interconnection rather than the integrity of the business or operational process. This approach could limit the usefulness of the data generated and the creation of business applications. To maximise economic value, organisations must first identify the business needs that require data and then specify the requirements for data management accordingly. There is a need for culture
change to improve the way data is governed and used and to recognise data as an asset. However, it also needs recognition as an expensive responsibility as the costs of secure data management become better understood. Currently in industry, a large amount of resources is spent getting the data in the required form to make it useable, so there is considerable value in finding methods to reduce this.

To be able to judge the quality and integrity of data, organisations must be able to understand the provenance and creation of data. Data quality is influenced by several factors that include bias, timeliness, granularity, the quality of metadata and the possibility of calibration error. There is a need to understand metrology and the use of metadata better. Data integrity – including accuracy and consistency – could be compromised intentionally or unintentionally without the knowledge of the data recipient, the data controller or the data processor.

The use of data standards could be of benefit, where they do not hinder the market. However, the co-existence of legacy datasets and systems will continue to raise problems here. Some standards already exist, but are sector-specific and have not been widely implemented.

### Improving data sharing and trading

Access to high-quality data from different sources, sectors and organisations is a key challenge, and necessary in realising the value of IoT. The reluctance of companies to share data that they perceive to be commercially sensitive is widely recognised. IoT data marketplaces provide a means of using the large volumes of data generated by IoT, and connect providers and consumers of data. There are challenges around creating such marketplaces because of the difficulty of creating clear contractual agreements regarding ownership, use of the data and the allocation of value, and legal and regulatory issues around what data can be shared. Several emerging platforms are developing architectures that allow organisations to retain ownership of their data and specify who uses it and how. Business models for third-party organisations who broker searchable data, provide cleansing or analytics services, or other data services, are also emerging.

Ownership of rights in data allows businesses to prevent others copying it or letting them charge revenue for its access. In the context of complex systems that characterise IoT, it can be difficult to identify who owns data rights, as data may be collected and analysed as a collaborative effort. For example, it may be unclear whether data generated by an implantable health device belongs to the person in whose body it is implanted, the manufacturer of the device, the doctor responsible for the patient’s care, the service that handles the data or some other actor. Similarly, there is a question over who owns energy data used to monitor the performance of buildings and who owns data generated by connected cars.

A European Commission study on free flow of data is exploring the legal uncertainty surrounding data ownership, which acts as a barrier to the flow of data.

Many consumers are not aware of the economic and social implications of sharing their personal data, although attempts to clarify these should help. Trust and consumer loyalty relies on ensuring that stakeholders hold a balance of individual, corporate and broader social benefits from data. There is some evidence that the public is willing to share personal data with companies to get a better service, but in many instances asymmetries still exist between organisations and consumers so that the organisation has a much better idea of how it can benefit from data than the consumer. For example, consumers will be aware that data from smart meters can help them reduce energy costs, but may not know about the myriad ways in which the utility company can make use of the data. The growing realisation that current arrangements do not allow individuals to exercise appropriate control over their personal data has led to research into platforms that allow them to control data securely, make data available as they see fit with safeguards, and benefit from sharing their personal data more directly and in a more equitable relationship.

#### 5.2.4 Infrastructure, design and power challenges

##### Challenges for digital infrastructure

Currently, there is strong competition in IoT centered on innovations in technologies such as devices, sensors and wearables, as well as innovations in data collection and management, and cloud services. Less resource is used to improve infrastructure. Smart home IoT systems are built on the erroneous assumption that all consumers have high-end broadband. Where smart home systems become part of a national plan – for energy saving for example – then design assumptions need to be more realistic to cover most the population. To realise the full potential of IoT, the infrastructure – for example, last mile solutions, wireless technologies, communications protocols and backbone services – requires improvements.

##### Good design

Good design is the underpinning element that brings together technology, human factors and standards. The consumer IoT landscape is currently overly complex with devices requiring a level of technical knowledge often beyond the standard consumer. This is a limiting factor in the current adoption of IoT technology, especially within the smart home market. Installing smart devices is becoming an emerging ‘service’ with Nest, which sells a range of products including security cameras, smoke alarms and monitoring systems, being an early example. For example, Nest runs a ‘Nest Pro’ network of installers, providing a service to install Nest thermostat controllers to a boiler system since this involves hard-wiring of the controllers to the boiler system. The level of service required for other aspects of consumer IoT indicates that it is beyond the current consumer level of plug and play and is a restriction to adoption.

A responsible approach to design would help to ensure that IoT systems and devices are created that benefit individuals and society, and are designed with operation, maintenance, modification and end-of-life in mind. Designers can learn from the ideas of responsible research and innovation research programmes, which bring together stakeholders, such as researchers, citizens, policymakers, business and third-sector organisations, to better align both the process of research and innovation and its outcomes with the values, needs and expectations of society.

##### Alternative methods for powering IoT devices

Minimising environmental impact is another dimension of good design. The environmental impact of many billions of devices requiring battery power could be very large because of the difficulty of disposing of batteries in a safe way. A further difficulty is that battery-powered devices are susceptible to power failure with ensuing implications. An alternative approach is ‘energy harvesting’, where ambient energy sources such as vibration, light or warmth are converted into electrical energy. Developments in energy harvesting technologies are making their use in IoT devices such as wireless sensors increasingly viable.
THERE IS A REQUIREMENT FOR PEOPLE WHO CAN IDENTIFY OPPORTUNITIES FOR USING IoT IN BUSINESS. IN ADDITION TO TECHNICAL SKILLS, OTHER IMPORTANT SKILLS INCLUDE DESIGN, STRATEGIC PLANNING, LEADERSHIP AND CHANGE MANAGEMENT.

Overcoming technical and business challenges

**Recommendation 6a**: UKRI should provide funding for interoperability demonstrators, including the necessary security controls, data and platforms. These demonstrators should be developed alongside the recommendations on standards (2c and 8a) that are central to achieving interoperability. They could be implemented as part of the *Made Smarter* review that recommends setting up large-scale demonstrators within Digital Innovation Hubs. Funding for interoperability demonstrators for health, energy and transport would help to address the Grand Challenges identified in government’s industrial strategy White Paper. In addition, the Catapult network should pursue actions to explore ways of incentivising and facilitating the controlled sharing of proprietary data, building on early exemplars from the UK and abroad. UKRI should promote the best practices defined in guidelines and regulations while encouraging the use of available services, toolkits, open source software and open application programming interfaces (APIs) to exploit IoT opportunities.

**Recommendation 6b**: As part of the knowledge transfer initiatives in Recommendation 4b, conferences, exchange schemes and networks should target business and industry leaders – CEOs and board members. This will enable knowledge transfer about the culture change needed to bring about the effective adoption of IoT and transform companies’ approach to protecting and using data. It would also help to develop the emerging industrial IoT ecosystem and support adoption (this links to Recommendation 4a).

5.2.5 Education and skills

The employment landscape and education

The economic benefits of IoT will be optimised if the UK has a workforce with the necessary skill set. However, the science, technology, engineering and mathematics (STEM) skills pipeline remains a fundamental challenge, which needs to be addressed at all stages of the education system. Schools must provide strong foundations to create the specialists needed for the emerging IoT ecosystem. The Blackett review recommended that the maths curriculum in secondary school should move away from an emphasis on calculation per se towards using calculation to solve problems.

In addition, teaching of the underpinning principles of mathematics and the development of computational thinking in primary and secondary school level are required.

The government’s commitment in the industrial strategy White Paper to improve computer science in schools is welcome. This includes investing £84 million over the next five years to deliver a comprehensive programme to improve the teaching of computing and drive up participation in computer science. An increase in the number of suitably skilled computer science teachers is vital, since computing education is currently ‘patchy and fragile’ across the UK. The new national computing curriculum is welcome as it now covers computer science in addition to information technology and digital literacy. However, the decision by government to withdraw ICT at GCSE and A level has in effect made computer science a specialist subject for a minority of pupils, with the risk that an insufficient number of school leavers have the necessary digital skills to support delivery of the UK’s industrial strategy.

For the higher education sector, curricula should be designed to address the needs of the market in order to ensure a suitable and sustainable workforce with high-level, specialist knowledge. For example, UCL’s Future Living Institute is strongly cross-disciplinary and focuses on the establishment of IoT skills, from building devices to the deployment and development of new economic models. While the UK university system is generally strong on teaching computer science, there tends to be much less emphasis on computer systems engineering in comparison to other countries such as the US. Many of the relevant skills are focused in electrical and electronic engineering departments, but are variable as they depend on the particular skills of the academics employed in these departments.

There is a requirement for people who, although not technical experts, can identify opportunities for using IoT in business. An engineering domain that adopts IoT will require digital, IT and engineering cross-disciplinary expertise. In addition to technical skills, other important skills include design, strategic planning, leadership and change management. A major transformation of the professional education landscape will be required and is expected to prioritise the education of people with the ability to lead or be part of cross-disciplinary teams. The support of the social sciences in tackling the evolving socio-technical challenges will also be increasingly important. Career pathways will need to be updated.

Technical and data literacy are important areas to focus education on across the spectrum of business, developers and users. They
will need to be able to understand the potential and limitations of data, including the risks of dependence on data and the use of data in artificial intelligence and machine learning. Technical and data literacy should be addressed in schools, and in accessible ways – such as television, courses and websites – for adults. It should be taken as seriously as the 3Rs since it is vital that a broad population with these skills is available to support industry and other economic activity.

Upskilling is one of the main challenges for industrial applications of IoT. The scale of the upskilling requirement in industry is reflected in the Made Smarter review, which recommends that one million industrial workers should be reskilled or upskilled over the next five years to enable successful exploitation of digital technologies. Further education aimed at developing IoT capabilities should be appropriately tailored to reflect sector- or application-specific needs.

The Cyber Security Body of Knowledge project, sponsored by the National Cyber Security Centre, will provide exemplar learning pathways relating to education at different levels. Its scope includes cyber-physical systems and IoT, and there is potential to develop education guidelines around the privacy and security of IoT.

Existing initiatives and strategies will need to be updated. It is vital that digital skills programmes promote inclusiveness. Early findings from PETRAS indicate that UK initiatives remain too England-centric, find implementation in urban rather than rural contexts, and are often exclusive to UK citizens. Additionally, the persistent gender imbalance of the tech industry is of pressing importance, with persistent challenges in attracting women to work in technology. Those women who do pursue a career in technology continue to face difficulties in progressing at the same pace as male counterparts. Any new digital skills initiatives should incorporate learning from the evaluation of past initiatives, and should put in place metrics to measure impact.

Consumer understanding and adoption

There is a huge gap in explaining the benefits of IoT solutions and services to individuals, and the broader economic and social value they bring. In addition to the development of specialist skills, an improvement in digital understanding among both schoolchildren and the public will help to promote an appreciation of these benefits, and encourage consumers to adopt IoT. The Blackett review highlighted that digital exclusion would be a key issue if those who do not have the necessary skills or capabilities to adopt and use IoT are unable to realise the benefits. Public awareness about IoT privacy and security risks is also important, although efforts to educate the public in ‘cyber hygiene’ have had limited success to date.

IoT products and services will become attractive to consumers when they become a general-purpose technology that impacts on the whole of society and the economy, at which point the technology may be used for purposes beyond those for which it was initially designed. In a domestic setting, this will occur when the home becomes a ‘platform’ for apps, rather than solutions being separate. The history of communication and computing technology suggests that future mass adoption of IoT would dramatically change the use of this technology and possibly some important aspects of the technology itself.

Education and skills

**Recommendation 7a:** Government should ensure that the reforms to post-16 education (T levels and new apprenticeships standards) include appropriate levels of skills development for end-users of IoT in the workplace. The basic digital skills content across all routes of the T levels should be sufficiently generic to cover all sectors and occupations, while specific T levels should provide the necessary specialisation. Implementation of the reforms will need to consider local employer needs.

**Recommendation 7b:** Government should examine the practical and scalable solutions needed to upskill the existing workforce. The creation of high-quality, employer-endorsed online training platforms is one possible option, as proposed in the recent Made Smarter review.

**Recommendation 7c:** The education system across the UK needs to incentivise increasing numbers of students following pathways to engineering. The recent investment in computer science in schools is welcome. Government should consider similar investments in design and technology in schools, as this subject provides excellent opportunities for young people to understand interfaces between physical and digital systems as well as practical opportunities to apply this, for example to IoT.

**Recommendation 7d:** Building on its plans to ‘build digital capability for all’ as part of the Digital Strategy, government should work with business and industry to deliver evidence-based initiatives to educate the public about IoT. These should improve technical and data literacy by raising awareness of the benefits and limitations of such technologies and ensuring that the public are informed users.

5.3 Policy implications

The lack of agreement on common standards, inadequate interoperability between standards, and sometimes the drive to advocate inappropriate standards can limit the creation of economic value. Governments might find it challenging to quantify and harness economic benefits in a highly unregulated and fragmented space. Current progress on standards development is discussed in Section 3.2.

Competition law plays an important role in regulating the existing electronic communications market in the UK. EU competition rules address issues of antitrust, state intervention and corporate mergers. The UK Competition and Market Authority and OFCOM are responsible for ensuring that market players in the communications sector follow competition rules and ex-ante regulations. As has been the case over the past 25 years of digital technology evolution, market players have raised concerns about the extent to which future interventions around competition could risk stifling innovation in the development of the IoT market. However, it is vital that these concerns are balanced with the need to protect the public interest and the risk of creating systems with poor cybersecurity.
Theme two: security and risk management

6.1 Context
Privacy, safety and trust are the central ethical and policy challenges for IoT. The successful adoption of IoT depends critically on meeting these challenges, which will demand appropriate levels of cybersecurity. Many consumer grade devices are coming to market with little or no attention to the security of the device, the data it gathers, uses and transmits, and the ramifications if security is compromised. These issues are not limited to the IoT device and the information it holds alone, but affect the security and resilience of connected infrastructure globally, as exemplified by the large-scale Distributed Denial of Service (DDoS) attack launched using the Mirai botnet that harvested a range of IoT devices. There is a complete lack of a coherent security architecture.

There is also a misconception that IoT is purely a technical system. In fact, IoT is a complex socio-technical system with interacting physical, digital (cyber), human and process aspects. These represent the aspects through which the system can be compromised, and through which attacks can propagate inside a system. Equally, each plays a vital role in protecting the other aspects and the system as a whole. A key challenge is designing secure and safe systems that combine physical, digital and human aspects, determining the role each aspect should fulfil and the responsibility it should take.

While there are tools to reason about the physical security and the cybersecurity of an IoT system and methodologies to reason about its human aspects, there is a lack of tools to model and analyse the propagation of threats from the human to the physical and cyber domains in turn, although analyses of the threats exist. There is a lack of tools and methodologies to guide how to distribute the protection functions and responsibilities across the human, physical and digital aspects of an IoT system.

6.2 Challenges
6.2.1 Incorporating human factors and ergonomics into security
A human-centred view of IoT security recognises that errors and failures in complex systems exist and that the human is not to blame. Where humans are a point of failure, this erroneous behaviour might have been fostered or made inevitable by other aspects of the system or the environment within which the system operates. Latent flaws in the technical design of IoT products can worsen the impact of errors and create the means for potential attackers to gain access.
Depending on the context, users may be unmotivated to make good security choices as security is generally a secondary activity compared to the real task at hand. Furthermore, users’ perceptions of the impact of security violations play a role in their decision-making around security. There needs to be a better understanding of users’ motivations and mental models relating to security risks arising from IoT and a focus on improving users’ awareness of such risks without complex and counter-intuitive user interface designs. Users often adopt appropriate products and services in ways that are not anticipated by designers and producers, and designers may not take into account the social and cultural diversity of users that they are designing for.

Given that most user interactions with IoT devices do not provide an explicit means of interacting – in contrast with point and click or similar screen-based interfaces in typical computing devices such as laptops and smart phones – security ergonomics becomes a fundamentally important consideration. This requires both designers of IoT devices and IoT app developers to consider how security information is conveyed to users and how to empower them to make informed security decisions without complex and cumbersome interactions with the device.

Human factors add a critical dimension that should be taken into consideration throughout the entire system lifecycle, from inception through design and build to usage and maintenance. There is much to learn from more mature engineering areas such as aviation, rail transportation and mining, where the whole system lifecycle already incorporates human factors. Security-aware human-centred design is vital for both consumer applications, including healthcare, and for industrial applications, even where machine-to-machine communications predominate.

### 6.2.2 Generic security and resilience challenges

Common challenges across all IoT applications include the existence of insecure software and firmware, unauthorised access to sensor data, man-in-the-middle attacks – since the risks can be greater for devices that are used as a central controlling hub – and a lack of transport encryption. Identification, authentication and access control need to cope with differing device capabilities and contexts in which devices will be used, as well as power consumption requirements. The evaluation of the risks resulting from unanticipated use and misuse remains a fundamental challenge, as is ensuring system integrity. An understanding of the trade-offs facing designers – for example, between power consumption and security, and between cost and security for cheap devices – remains elusive. Current products often do not make this choice appropriately.

Improving this situation requires introducing good engineering practices, enabling robust approaches to the design, implementation and operation of IoT systems. To achieve this, appropriate engineering policies and procedures are required, which must take into account the many complex organisational and human factors at play.

### Augmenting legacy industrial systems with IoT

Because IoT devices will often be embedded in a physical infrastructure they are expected to have much longer lifetimes, not unlike industrial control systems in use today whose life often exceeds 30 years. Over such long lifetimes, technology invariably becomes obsolete, particularly when the number and nature of threats are constantly evolving. This could be partially mitigated if the design of IoT-enabled products considered upgrade and replacement as fundamental from the design stage and throughout the lifetime of the product. This a challenge for legacy industrial control systems, and systems operators will need to take a different approach to reducing cyber-risk. Building management systems face similar challenges when IoT augments legacy building instrumentation.

Rapid expansion of IoT makes retrofitting IoT devices to existing systems popular. It allows systems to adapt much more swiftly, cheaply and easily. However, system operators do not always conduct careful risk assessments when retrofitting IoT devices to such systems. Numerous vulnerabilities, including in critical systems, may be introduced through the addition of new devices that were not part of the original design intentions. Risk engineering processes can be embedded into the development and lifecycle of IoT systems to address these shortcomings. There is a lack of methodologies to conduct and update risk assessments rapidly enough to keep pace with demand, and that consider the dynamics of interconnected systems. Systems operators severely need new techniques that enable the retrofit of security controls to legacy products. In addition, there will be a need to assess and monitor the impact of retrofitting IoT devices on system safety and to develop ways to derive device-level constraints. There will be many different solutions and trade-offs between system vs. device.

The challenge of operating systems within partially trusted environments, where only some elements are fully trusted or secure, is something that will need to be addressed in the near future. It arises because of legacy and new devices becoming interoperable, and requires a rethink in the way that security is addressed in large-scale IoT implementations.

### Balancing security, safety and privacy

While it is well established that security, safety and privacy are all essential to the deployment and use of IoT systems, the trade-offs between these are not always well understood and appropriate choices are not always made. It is accepted that poor security leads to loss of privacy; however, there are also cases where the security of a system may be undermined because of privacy considerations. There are also situations in which security concerns anchor privacy and individual rights, for example transparency, or where overly protective security controls undermine the safety of the system. For example, in an emergency, safety considerations may require information and systems to be available and this may be in conflict with security goals. It will be important to characterise these trade-offs accurately and conduct analyses that enable the right choices to be made according to the context in which a particular IoT system is used. These aspects are also subject to national policies – for example, the US has a strong record of national rights dominating over individual right to privacy.

### IoT resilience

The dynamic assembly of new IoT systems and the augmentation of existing physical and digital systems with new devices may result in systems that exhibit new behaviours, whether intentionally, accidentally through combinations of devices coming together, or as a result of malicious intent. The attack surface of these systems is increased, and thus the likelihood that they will be compromised. While manufacturers focus on individual products, they do not always consider the system into which these devices will be deployed, nor their full lifecycle. New assemblies of IoT systems come about because of the empowerment that IoT affords – whether for industry, business or consumers – which enable innovation but also have other consequences.

Systems must be designed to be as safe and secure as possible but in the face of current and future threats, keeping systems free from compromise is, in many cases, not an achievable goal. It is therefore necessary to prepare for the consequences by designing IoT systems in such a way that they can continue to operate, even
WHILE IT IS WELL ESTABLISHED THAT SECURITY, SAFETY AND PRIVACY ARE ALL ESSENTIAL TO IoT SYSTEMS, THE TRADE-OFFS BETWEEN THESE ARE NOT ALWAYS WELL UNDERSTOOD AND APPROPRIATE CHOICES ARE NOT ALWAYS MADE.

when they have been partially compromised. Systems must also be able to recover from a complete loss of service in a situation where disruption to components cannot be contained.

However, the science and methodologies to design systems that can ‘gracefully degrade’ and maintain trustworthy operations of critical functions, even when partially compromised, requires further development. Subsystems – for example, the future IoT house – may need to be capable of autonomous operation for extended periods, if the defence against a cyberattack is to isolate that subsystem. The government specifies ‘segregation’ as a means of defence in its cybersecurity principles for connected and autonomous vehicles. Existing risk-assessment methodologies are insufficient, since systems are changing dynamically and a periodic assessment assuming consistent behaviour or a closed system is no longer adequate. Assurance methods for such systems will also need to be developed. Such an effort will require multidisciplinary collaboration and will need to integrate and build on existing methods.

6.2.3 Sector-specific challenges

Industry and critical infrastructure

In conventional industrial control systems and ‘supervisory control and data acquisition’ (SCADA) systems, data is monitored within an industrial process and provides the means for automation. The growing use of IoT technologies in industrial control systems is emerging alongside the trend towards integration of traditional IT systems and operations technology systems, which has been progressing for some time. However, legacy industrial control systems were designed without security in mind, as connectivity was not envisaged. Original security assumptions are no longer valid as the way in which systems interact with the outside world changes.

The vision of the Made Smarter review envisions devices such as sensors and controllers integrated with other emerging technologies such as mobile computing, cloud computing and big data. The success of this depends on how secure and resilient devices are. Given the hyper-connectivity of such systems, and the need to ensure availability and integrity, resilience and security are key concerns. Such systems are at risk from DDoS attacks, jamming, cascading faults, value tampering, malicious data injections as well as cyber-physical attacks – all of which can compromise the security and safety of critical infrastructure on which society relies.

Connected and autonomous vehicles

Connected and autonomous vehicles (CAVs) will not only use onboard sensors, but will also most likely communicate with surrounding vehicles and infrastructure, providing a large potential for attacks on their integrity or communications. The systems they interact with may themselves be malicious or compromised. Vulnerabilities exist that are exploitable through direct physical attacks and remotely. There is still much to do to integrate the autonomous and connected parts of CAVs, but tensions exist between ensuring both safety and security. For example, the use of cooperative data might provide critical information to enhance safety and performance, but also introduces new potential attacks such as malicious data injections. The connected nature of the ecosystem may bring individual benefits but also increases the risks of systemic, fleet-wide losses.

Healthcare and medical devices

The security of connected medical devices is a particular challenge, existing alongside the challenges of privacy, transparency, trust and the user’s autonomy. These include both implantable medical devices and medical-grade wearables. The latter often builds on existing consumer devices.

Newer implantable medical devices (IMDs) have started to incorporate communication and networking functions to provide telemetry plus increasingly sophisticated computing capabilities. This has provided IMDs with more intelligence and patients with more autonomy as medical personnel can access data and reconfigure implants remotely. Benefits include cost reductions as well as the ability to monitor a patient’s condition and new diagnostic techniques. IMDs usually have limited energy and computational capabilities, hindering the use of cryptographic techniques, and instead using lightweight protocols. Innovations in implantable sensors, such as biodegradable sensors, share the characteristics of small physical footprints and low power consumption with other IoT devices, with similar challenges around safety and security.

Consumer environments

There are a growing number of consumer applications of IoT such as smart homes, building management systems, smart/electronic locks, baby monitors, smart televisions, fitness trackers and wearables, and smart watches. These have extensive security issues and vulnerabilities, and there is little or no user guidance and
awareness relating to their security. Little analysis has been carried out of the systems built from such devices, their interdependencies, the implications of compromise on the services provided and their resilience. The academic literature emphasises the impact of security on confidentiality or the loss of privacy to the user, rather than on integrity or availability of the system, which may be important in certain applications, or unintended consequences of data sharing.

6.3 Policy implications

Standards and security

The term IoT applies to a wide range of products, services and architectures. There is therefore not going to be a single solution to standardisation. Similarly, to technical standards more generally, security standards have been emerging in large numbers, and will continue to emerge for individual technology components, such as those developed by GSMA. A key concern is how to create end-to-end security – that is to say, how to secure the ‘edge’ (the device) or the communication layer, how to ensure a device or system is secure throughout its lifecycle, and how these elements fit together to create systemic security. Existing standards are, to a degree, contradictory and provide incomplete protection. The addition of yet more standards will not solve the security problem if they do not enable end-to-end security. End-to-end security standards will be difficult to create given the diverse range of stakeholders in the design and operating supply chains. In addition to the fragmentation of IoT security standards within industry, there is also an imperative to understand how IoT cybersecurity and safety standards should be integrated. For example, existing security standards may be limited in a particular context, such as where the application of certain security techniques to safety critical systems might hinder their safe operation.

An alternative approach would be to develop principles and good practice guidance on a sector-by-sector basis, as has already been done for ports and port systems and connected autonomous vehicles. In addition, open-source software that acts as a reference implementation is useful alongside guidance, as it is less open to misinterpretation by an inexperienced technical developer. There would also be a need to address the problem of regulatory misalignment between broad privacy and security rules – the GDPR and the NIS Directive – and sector-specific regulations and product certification schemes.

Security standards and policy

Recommendation 8a: Government, working with the National Cyber Security Centre, UK national standards bodies, regulators and industry, should enable the development of security standards for IoT that provide a baseline across sectors, recognising the multi-sectoral nature of the supply chain, while working within specific national and international industry contexts. This recommendation should be carried out alongside Recommendation 2c.

Recommendation 8b: Government departments should ensure that policy reflects the critical importance of cybersecurity and the need to trade off cybersecurity against other considerations that contribute to achieving policy objectives. DCMS, BEIS and other government departments should work with the National Cyber Security Centre and others to explore ways of ensuring levels of cybersecurity are transparent for products and services throughout the supply chain.

Regulation and risk management

In the UK, legally explicit security obligations only apply to ‘providers of publicly available electronic communications services’, although there are also several ‘soft laws’ such as the Cyber Essentials Scheme, which are applicable to any organisation wishing to improve its ‘cyber hygiene’, and a growing number of risk management guidelines for operators of critical infrastructure. However, security issues extend beyond the public network element of the IoT system to embedded systems and cloud services. There is uncertainty about the security responsibilities of manufacturers of IoT endpoints and digital service providers such as cloud computing services. However, this could be addressed by tackling the civil law presumption regarding the operation of equipment. While standards for security management systems exist, it is not always straightforward to apply them, making it challenging for service providers to secure systems. There may also be challenges in applying principles and guidelines. For example, there are difficulties in applying guidelines on cloud security because of the nature of the cloud supply chain.

Policymakers and regulators need to clarify the extent to which emerging IoT networks and services relate to current legislation around security. There are questions about how effectively
government departments communicate the pervasiveness of IoT risks within and across each other. There is also a question about whether ‘soft laws’ or guidelines such as ‘security by default’ can overcome cost/benefit analyses within the private sector to contribute to broader public objectives around national security, and whether the regulatory burden is efficiently distributed between private sector and public authorities to respond to the challenges.

The UK government will need to address the EU’s NIS Directive. The NIS Directive extends security obligations to ‘network and information systems’ operators and providers of essential services, rather than just ‘providers of electronic communication services’. It is broadly more applicable to industrial applications of IoT than consumer applications such as fitness trackers. The UK government will need to determine whether the provisions of the NIS Directive are sufficient to respond to the security challenges of IoT and whether it effectively distributes the regulatory burden between the government and the private sector. There are also tensions between requirements for safety and the NIS Directive that will need the directive’s demands for continuity of service.

There is potential to improve cyber-risk management of IoT systems through applying knowledge of human factors, learning from other areas such as aviation and clinical practice. However, there is a tension between the ideas from human factors and cyber-risk management. The latter tries to identify and address bad things before they happen, whereas human factors try to identify retrospectively ‘how did that thing happen?’. For example, in security the ‘common vulnerability scoring system’ identifies software vulnerabilities that have already been discovered and verified, whereas the ‘common weakness scoring system’ takes a more forward-looking approach, working with incomplete data, that is similar to risk management. Government should investigate the use of such techniques towards a more comprehensive resilience of systems approach. The use of cyber insurance as a risk management tool is discussed in the next section.

‘Security by default’ and ‘resilience by design’

Proactive approaches to the design of IoT devices and systems would help to ensure that manufacturers build essential requirements such as security and resilience into the device’s design or systems at the very earliest stages, rather than having to bolt on security at a later stage. For example, ‘security by default’ principles would help to reduce common security flaws such as insecure user interface design or the lack of proper upgrade mechanisms such as patching. Government advocates the use of ‘security by design’ in its recently published principles on cybersecurity for connected and automated vehicles. The National Cyber Security Centre has developed ‘secure by default’ principles that are relevant to hardware, firmware and software developers to create products that mitigate the latest threats but are still usable. Similarly to ‘security by default’ principles, ‘resilience by design’ principles would help to embed resilience thinking early in the design of a system. Sector-specific guidance will need to be developed to help sectors apply the principles in their own areas. In addition, services, toolkits and open-source software that embody best practice are of great practical benefit to the developer community. There is a role for UKRI in promoting these through Innovate UK and the Research Councils.

The success of ‘security by default’ will in part depend on whether other challenges have been successfully addressed, for example around standards and interoperability. In turn, ‘security by default’ will have implications for liability, regulation, consumer education and consumer protection. This is one example of the interdependent and complex nature of the challenges for IoT.

**Risk management and resilience**

**Recommendation 9:** Government should commission guidance on how to integrate ‘security by default’ and ‘resilience by design’ principles and methods into the development of IoT products and services, on a sector-by-sector basis. Evidence that these approaches have been followed could help to demonstrate that products, services and systems have been developed with due attention to risk management and provide adequate security and resilience. This feeds into the recommendation on ensuring transparency about cybersecurity in products across the supply chain (Recommendation 8b). Guidance should be promoted widely to industry. Alongside government, professional institutions should play a role in encouraging security-mindedness and resilience-mindedness in professions.

**Governance of IoT: insurance, disclosure and liability**

Insurance has the potential to be a valuable tool for enhancing the management of, and resilience to, cyber-risk. There is a growing cyber insurance industry that supplies a range of cyber insurance products. For industrial IoT applications, business operations and continuity is the key concern with insurance broadly covering the losses relating to damage to, or loss of information from, IT systems and networks. Insurance may also cover damage to digital assets. In the case of consumer IoT applications, privacy and GDPR are central concerns and would require a different type of insurance such as credit monitoring. There are many questions about the extent to which the various insurance products are fit for purpose for IoT. There are also opportunities for developing more accurate, data-driven insurance products.

IoT intensifies existing debates around responsible disclosure of vulnerabilities. Clarity is needed on the extent to which software developers and vendors are expected to commit sufficient resources towards identifying and removing flaws during the initial product and service development stage. Clarity is also needed about what actions they are expected to take in response to identified vulnerabilities after products have reached the market. International cooperation between Computer Security Incident Response Teams (CSIRTs) and Product Security Incident Response Teams (PSIRTs) will become increasingly important. Given the complexity and scale of the global supply chain for IoT, as well as the criticality of certain IoT systems, issues around responsible disclosure require further exploration. For example, there are questions about whether security can be ‘legally’ be guaranteed throughout the lifecycle of an IoT device, and what exactly will constitute vendor responsibilities for updating products throughout their lifecycle.

Liability and chains of liability are significant issues for IoT, especially in an international context where the supply chain is global. Tighter product liability laws that establish accountability for manufacturers of software, hardware and systems, and thus provide an incentive for improving the quality of products, should be considered. Further exploration of this issue is needed, along with consideration of alternative approaches and alignment with ongoing international initiatives in this space.

**Liability**

**Recommendation 10:** Government departments, regulators, legal bodies and industry organisations should work together on a sector-by-sector basis to explore the suitability of existing liability regimes for IoT applications, and to develop new approaches to liability where necessary. These actions should align with international initiatives.
7. Theme three: adoption and implementation

7.1 Context

The Blackett review argued that any potential benefits from IoT depend on take-up by individuals, businesses and governments. The review further recognised that public trust and acceptability are central to the implementation of IoT, and providers and operators would need to demonstrate their trustworthiness. It would be important for all participants to be part of a public debate, to help build support and address concerns.

Policymakers need to investigate the attitudes of the public if acceptability of IoT is to be understood, including the factors that shape user attitudes to adopt IoT technologies and services. A change in the public’s understanding of how organisations use personal data may also influence attitudes in the future. The ability for organisations to help the public understand how they use their personal data is also a new design challenge. Policymakers also need to understand the attitudes of companies and the factors that influence acceptability of IoT in industrial applications. Technical adoption and implementation challenges for industry are discussed on page 26.

7.2 Challenges

7.2.1 Acceptability and adoption for consumers and industry

While economic drivers push larger businesses and government to adopt IoT, the adoption and use of IoT by individual consumers, domestic groups, communities and some small businesses is a result of a complex combination of social, economic and cultural factors. For example, in the case of smart cities, citizens see potential improvements brought about by IoT technology, such as a reduction in air pollution or reduced traffic congestion, as a right rather than a service. In such cases, it is challenging to reshape that dynamic from a citizen/public good arrangement into a client/paid service arrangement. For consumers, the pathways of adoption and choices manifest in them are the result of large numbers of individual judgements by consumers of value and acceptability. Value for businesses and consumers may only be fully realised through network externalities arising from collective mass adoption.
CURRENTLY THE WAY IN WHICH ORGANISATIONS USE, SHARE OR RESELL PERSONAL DATA IS POORLY UNDERSTOOD BY USERS.

Acceptability for consumers

To design IoT and services that are acceptable to consumers, it is beneficial to understand the needs of consumers and gaps in routines where IoT can efficiently help and fit in, in very familiar, mundane environments such as the car or home. Ignoring natural interactional strategies and routines may lead to lower levels of adoption. There is also a need for businesses to develop the capacity to look beyond current practices as the technology is likely to disrupt familiar routines, such as those that are typical of the home environment today. While IoT needs to appeal to the ‘innovators’ and ‘early adopters’ who will invest effort and money for uncertain returns, the IoT industry must develop ways to engage with and learn from their experiences if they are to then push through to mobilise the interest of the ‘early majority’. ‘Social learning’, where individuals learn from the experiences of others, will affect adoption.

Usability will influence adoption, which is in turn affected by factors such as the degree to which the system can be understood at an intuitive level, the necessary amount of engagement required with the system, and whether security is easily managed. There is also an inherent danger that if the system is opaque, there is a loss in trust when problems inevitably arise. Furthermore, having to manage interaction with multiple devices may be disruptive to users’ attention and to their routines.

It is likely that with the proliferation of devices and services, the so-called ‘cost of ownership’ borne by consumers will increase, placing on them a responsibility to ensure devices and services are properly maintained, for example by changing passwords or installing latest security updates. Furthermore, many IoT device manufacturers’ lack of focus to date on even basic security, for example devices sold with fixed and easily guessed passwords, points not only to high levels of risk to privacy and system attacks, but to future problems managing combinations of legacy and up-to-date devices.

There is more to be done to understand and promote trust in IoT. For example, for an automated system, there is a tension between the need for user control and the user’s trust in the system to work without their attention, but there may be liability issues associated with partial automation. There are also issues around data privacy and security, and user control. A user could control individual privacy settings depending on needs and expectations, or they could control data processing. If feedback from data processing is easily understood by users, they may be more likely to continue using a system.

There may be privacy threats from data sharing and aggregation for both service providers and the end-user, although data sharing realises the value from data. Currently, the way in which organisations use, share or resell personal data is poorly understood by users, although the GDPR may change this. It is not clear how people understand the value of their personal data with respect to specific IoT technologies and services, and how environments can be created for informed consent for data sharing in smart homes or automatic vehicles. This may impose further burdens on consumers and their daily routines. Innovative visualisation tools could enable this understanding. It is also unclear, how devices will implement the right to be forgotten.

The impact of security and safety of IoT on adoption would benefit from more detailed exploration. There are questions about how security controls impact adoption and acceptability, whether as a hindrance or as an enabler of trust, and correspondingly how manufacturers can design systems that enable users to move from the former to the latter.

A key challenge will be to identify ways of minimising the barriers to acceptability as IoT scales up across multiple connected devices and services. This includes understanding the incentives and risks for adoption across different groups, such as early adopters, pragmatists, conservatives and sceptics, and how these vary according to context of use. Adoption of IoT in the public sphere, such as in smart cities, healthcare and education, could increase social adoption, as many consumer services are created in this sphere.

The social challenges around use of IoT goes well beyond the adoption by the public. Government should consider the implications of using IoT in surveillance or censorship, and its use in law enforcement. The interest and rights of individuals and social groups must be taken into account, as must ensuring access for all to information and technology. Education and the professional landscape are two key areas of impact. IoT should not disrupt the social contract, although it may lead to new forms of social, political or economic engagement.
7.2.2 Ethics, privacy and trust
Maintaining public acceptability requires robust approaches to ethics, privacy and trust across the different applications of IoT. The uses of IoT range from data collection and transmission, through methods of interpreting and inferring information from the data, to applications of the information. Protocols for each of these uses should be designed in ethically acceptable ways. Accordingly, ethics in IoT can be mapped onto three main areas: ethics of data, ethics of algorithms and ethics of practices.

Practical approaches to privacy and trust require significant technical effort and need to take human factors into account. While these approaches will be needed to address issues of privacy and trust in consumer applications of IoT, such issues must also be addressed in industrial applications. In the case of certain industrial applications, for example connected vehicles or healthcare equipment such as MRI scanners, the privacy of customers may be at risk if manufacturers are able to see how their products are being used. Organisations also require confidentiality for commercial reasons.

Ethical frameworks
The ethics of data focuses on problems concerning the risk of re-identification of individuals through data-mining, -linking, -merging, and reusing of large datasets. The analysis shows that the transmission of personal data by IoT devices can transgress privacy-protecting natural, social, spatial, temporal, ephemeral, and transitory borders. The problems rest on the lack of control and oversight on data flows. Controlling data flows can enhance a user’s autonomy and privacy in relation to data controllers’ and data processors’ capacities for regulation, behavioural control, and social sorting of users.

The ethics of algorithms addresses the ethical problems following the use of algorithms embedded in software. Algorithms are inescapably value-laden and developers specify operational parameters, which users configure with desired outcomes in mind that privilege some values and interests over others. At the same time, operation within accepted parameters does not guarantee ethically acceptable behaviour. This is even more pertinent for IoT and, especially, machine learning applications.

The ethics of practices must address the pressing need to define an ethical framework to shape a ‘deontological’ code about responsible innovation and use. The ethical framework should encourage ethical practices that foster both the progress of IoT and the protection of the rights of data subjects. Designers, engineers, scientists and managers of IoT technologies are increasingly stewards of whole ecosystems, with moral responsibilities and liabilities. However, it may be a challenge to foster this approach as it will need to counter the current practices of large data companies that may also influence how emerging organisations behave. Where existing ethical principles for the various professions exist, these should be extended to address the specific ethical challenges for IoT.

Ethical frameworks, privacy and consent
Recommendation 11a: Professional engineering institutions and other professional bodies, working alongside DCMS and the Centre for Data Ethics and Innovation, should build on existing ethical principles developed for professions to create an ethical framework for IoT to encourage ethical behaviours. They should provide case studies to illustrate how the principles are applied in practice.

Recommendation 11b: The Information Commissioners’ Office should develop best practice guidance for IoT stakeholders that nurtures a clear understanding and implementation of the data protection regulations.

7.2.3 Technical challenges around ensuring privacy and trust
There are few standards for privacy and trust, which is to be expected given the rapid development of large numbers of heterogeneous devices. Trust relationship models are needed that consider identity and access management, entitlement management and associated behaviour, but these are a challenge for IoT because of resource constraints on devices and the dynamic and ad-hoc nature of IoT.

Without user consent, the data that drives IoT cannot legitimately be collected, stored or processed. Current mechanisms for obtaining user consent on the web include privacy policies, cookie notices, and terms and conditions, with associated challenges around their presentation in a user-friendly and understandable manner. Indeed, consent is usually collected without the user being fully aware of what they have agreed to, but rather ticking boxes to accept terms and conditions as part of product initialisation and set-up, although this should change with the GDPR coming into force. It is questionable whether such mechanisms apply to IoT.
APPROPRIATE INTERACTIONS BETWEEN IoT DEVICES AND USERS ARE ESSENTIAL TO OVERCOME THE FEELING OF ‘BEING WATCHED’ AND TO ENSURE THAT DEVICES DO NOT POSE, OR ARE PERCEIVED AS RISKS, TO PRIVACY.

Managing fine-grained consent in IoT is very challenging. In various cases, consent is not appropriate, either because the user cannot anticipate uses of data or because other interests are involved – for example, DNA data implicitly has other data subjects linked to it such as family members – or because public good overrides personal risk.

There are many challenges around data management and privacy. Robust data management processes enable the protection of personal data, requiring clarity on who is collecting data, how it is being collected and the time of collection process. Ideally, data collection should be limited, only that which is authorised, and storage and access should also be authorised. There are difficulties in implementing data minimisation, whether the data is used for commercial or surveillance purposes. It is also a challenge to enhance the data subject’s control of data, which would allow them to access, delete or move it. A further difficulty is protection of data by cloud service providers during transmission, processing and storage. There are challenges of anonymity, especially for data brought together in combination. A trade-off exists between obtaining the functional benefits of combining data and the danger of revealing potentially sensitive information. As well as the more established work in protecting data in storage and transmission, methods to protect data in computation are improving but still have some way to go to be useful in IoT contexts. This include methods such as homomorphic encryption, multi-party computation and differential privacy.

Current methods of authentication need to be adapted for use in wide-scale adoption of IoT. Improvements to the interfaces that enable authentication are needed; these currently tend to be non-standard or even barely existent. The use of different authentication credentials for many different devices, possibly situated at many different locations, increases the risk that credentials may be compromised. So-called zero-knowledge proofs, which allow an entity to prove they know a particular piece of information – for example, a password or biometric identifier – without divulging that information, are currently under-developed in IoT.

IoT devices can violate norms of private space and can cause a feeling of ‘being watched’. Appropriate interactions and communications with the users are essential to overcome this feeling and ensure that IoT devices do not pose, or are perceived as, risks to privacy and to foster users’ trust.

Particularly in the case of consumer devices, there is a threat to privacy because of determining and recording a person’s location through space. Consumer devices such as Amazon Echo are set with camera and voice always on. Smart TVs such as Sky and Fire TV now include voice activation, and are listening to and sharing data. People trade privacy for services, for example Kodi boxes permit data sharing in return for access to Sky. Privacy issues come into the practice of profiling; compiling information dossiers about individuals to infer interests by correlation with other profiles and data. There are risks around the possibility that private information could be conveyed through a public medium and disclosed to an unwanted audience. There is also the risk of disclosure when smart devices change ownership, although the ability to automatically delete data or resetting device would help. Methods that prevent linking of data sets – that is to say, they enable ‘unlinkability’ – are important for privacy protection but a challenge for IoT.

Currently, there is a clear conflict between the adopted business models in the consumer sector and the right to privacy. The use of cloud services simply allows the shifting of data to jurisdictions where data protection regulations are less strict. One approach to ensuring privacy might be to aggregate data at the edge – close to where the device is generating data, such as a user’s home – which avoids the use of cloud services and allows users greater control of what data is used, how it is used and by whom.

7.3 Policy implications

A lack of suitable standards for IoT bears many risks, including both economic risks and social risks. Social risks range from reluctance to adopt insecure technology to ethical and physical damages brought to individuals and groups. These damages can be one-off and quantifiable, or can last over long periods of time and have unforeseen consequences, such as social and reputational impacts.

UK and EU regulation that addresses privacy and data protection is in transition. In May 2018, the GDPR will come into effect alongside a new UK Data Protection Bill, which will replace the existing 1998 UK Data Protection Act. Interpreting how this new regulatory framework will interact with evolving IoT technologies will be central to all aspects of IoT that process or control personal data. The UK has the further challenge of regulation after Brexit, although the recent statement of intent has outlined how the government plans to take data protection legislation forward.

This combination of new regulation and emerging technology
results in several ‘gaps’ or questions of interpretation that will need to be resolved. The question of how GDPR and similar legislation will work in the world of IoT is unclear, particularly where the service provider is based outside the jurisdiction and also uses cloud services as part of the overall service design. There may be uncertainty about where data is stored, processed or accessed. Experience from building information modelling (BIM) Level 2 common data environments\(^{188}\), which may use cloud services, is not reassuring in this regard\(^{189}\).

There are complex questions developing about what exactly constitutes personal data in IoT. In Germany, debates are emerging around the use of video cameras in autonomous vehicles that capture human images outside the vehicle\(^{190}\). In addition, non-personally identifiable data streams can be de-anonymised in unanticipated ways when aggregated with other data streams. There needs to be clarity about when personal privacy may become vulnerable or exposed in IoT.

Equally, it can be unclear who controls and processes data in the IoT ecosystem. Under data protection legislation, responsibility for this falls to ‘data controllers’ and ‘data processors’. A ‘data controller’ is an actor who (either alone, jointly or in common with other actors) determines the purposes for which, and the manner in which, any personal data are to be processed. A ‘data processor’ is any actor (other than an employee of the data controller) who processes the data on behalf of the data controller. IoT systems are so complex, intertwined and interoperable that it can be challenging to follow the provenance of data flows from start to finish, posing problems for regulators and data controllers.

There are liability implications regarding the control of personal data, its exchange and aggregation\(^{191}\). For example, it is unclear how to implement principles such as ‘informed consent’\(^{192}\) or ‘data minimisation’\(^{193}\) in an automated and adaptive environment, or how to cover automated decisions based on inferences from data in legislation.

**Commissioning by government**

Government can exert major influence on adoption through its own purchasing. In these emerging areas, a preference for specialised purchasing from entrepreneurial SMEs could have great benefit. However, the perception remains that public procurement decisions continue to prioritise low cost over best value, and risk aversion hinders the introduction of innovative solutions. Government needs to adopt the established best practice around intelligent procurement that will involve cultural change and a greater willingness to establish and accept an appropriate level of risk\(^{194}\).

**Commissioning**

**Recommendation 12**: Government should consider how best to change the culture of risk aversion in public procurement decision-making, and encourage government departments and other public bodies to embrace innovative solutions to support the adoption of emerging technologies such as IoT.
8. Conclusions

A bold and forward-thinking vision for the Internet of Things and how it can benefit the economy and society is vital in capturing the opportunities that it offers. Evolution of technologies is rapid, and there is still uncertainty about how users – industrial, public space and consumer – will adopt and interact with technologies, and the resulting economic and societal impacts. Government and industry need to create a shared vision to be able respond dynamically to future evolution of IoT and the profound changes to the home, workplace and transport over the next 5 to 10 years.

Innovation will occur in many areas, beyond the creation of individual IoT technologies. Technologies will be used in combination to enhance the usefulness of IoT. For example, highly interactive devices and augmented and virtual reality will generate a stronger link between physical and digital worlds, improving users' ability to visualise, interpret and respond to IoT data. Industrial- and home-based autonomous systems will use IoT and robotics in combination. The development of new business models and new uses for IoT are further key innovations, once initial barriers have been overcome. IoT will enable new social models of use, such as the 'Internet of Me', that will allow the individual more control over how they interact with IoT and the data generated from IoT. Less positive uses of the technology will also emerge, as illustrated by the rising use of the IoT black market and associated business models that put future ones at risk.

There are many complex and interdependent factors that will influence the ability of IoT to achieve policy objectives, whether improving efficiency and productivity in the case of industrial applications, improving quality of life through consumer applications, or improving both through public space applications. Delivering the vision will require the combined efforts of many different stakeholders, from both private and public sectors. It will also need an international strategy that recognises the nature of the global market and supply chain and promotes the UK’s leadership role in international governance and regulation. A systems approach will help to tackle this complexity, identify key relationships and ensure different elements of policy work together.
Economic benefits will accrue from the creation of IoT products and services as a result of existing companies expanding their offer and from new businesses being created. However, the greater gains are likely to be from the increases in efficiency and productivity because of industrial and public space IoT adoption. Successful adoption will depend on implementation of IoT systems with clear business outcomes in mind. There may need to be a change in organisational culture to ensure data generated by IoT is treated as an asset, and properly protected and used. Interoperable systems that allow the involvement of many different players is vital for supporting the growth of IoT ecosystems.

*It is important that the IoT industry has the capacity to sustain an effective engagement with its industrial and consumer users so that industry can learn from users’ experiences to reshape and develop their products and services.* Industry must do this in line with regulatory frameworks and with privacy and security consideration in mind. The IoT industry is at the beginning of what will be a lengthy process of trying to break into a mass market for IoT devices, systems and services. In this time, early users will effectively be testing the value proposition of IoT. Their early experiences may strongly influence the willingness of the ‘late majority’ to adopt. The extent to which the IoT industry can capture and respond to these experiences and users’ expectations will therefore be critical for mass market penetration. However, this could be a challenge because of the current fragmented and heterogeneous IoT ecosystem.

The potential to sustain IoT’s wide-ranging use, with subsequent economic and social benefits, will depend critically on maintaining trust. Robust end-to-end security needs to enable privacy and safety. Both regulatory and non-regulatory mechanisms are needed to improve the security and privacy of IoT products and systems. In addition to standards and regulation, ethical frameworks and codes of conduct will also play a role, as will risk management frameworks. The UK can create a competitive advantage both by developing its cybersecurity expertise and industry, and through creating secure and trusted systems.
Future IoT research must extend technical capabilities, solve outstanding technical, economic, social and policy challenges, and pave the way to effective implementation and adoption. This section sets out a strategic research agenda that builds on existing research programmes to extend and refine solutions to current challenges, many of which the report highlights. Recognising that IoT is a socio-technical system, research in the IoT area must be approached through interdisciplinary collaboration.

Collaboration between industry, government and academia will be key to solving many of the outstanding challenges around adoption, security, interoperability and risk management.

Technology demonstration through experimental methods and live testing will help to solve these challenges, as well as demonstrating benefits and raising awareness in the market of where IoT has been successfully applied. Collaboration and sharing of best practice will also be facilitated by the creation of networks of stakeholders.

The UK should learn from and lead in the international landscape in identifying best practice, the gaps within existing approaches to IoT and how stakeholders can work together to address the gaps.

**New approaches to regulation, standardisation, legislation and governance**

**Liability and other legal issues**

Understand how data integrity and security obligations are distributed across different IoT stakeholders; understand how the locus of liability might shift between users, owners and manufacturers; understand market structure and the legal implications with regard to competition, service liability, jurisdiction; understand how legal issues play out in mergers and acquisitions; investigate legal data ownership rights, and accountability and liability in relation to data; understand how the application of international law in cyberspace will be further complicated by IoT.

**Standardisation**

Understand the role of standardisation in IoT and its broader effects; understand the impact of delays in standardisation on implementation, impacts of standardisation on innovation and trade and patent application trends for IoT; understand optimum ways of applying standards for tackling interoperability, privacy and security challenges; understand the optimum role of standards in regulation; understand the broader geopolitical dimensions of standards competition as well as the implications of this for the UK.

**Governance**

Understand and implement responsible disclosure mechanisms in IoT, and how policy might balance the rights and responsibilities of the reporter(s) of vulnerabilities with those of IoT service and network providers; determine government’s role in setting procedures that protect or reward responsible disclosure and sanction opportunistic and reckless disclosure; determine which sectors might require mandated reporting, such as safety-critical systems; explore non-regulatory measures for encouraging responsible design and innovation by organisations, and ‘privacy and security by design’; determine the balance between private and public entities providing insurance or assurance.

**Regulation**

Understand how existing regulatory frameworks need to be adapted for IoT, as new use cases and applications emerge; investigate alternative methods for regulation development that are appropriate for rapidly emerging technologies.

**Harnessing economic value**

**Business models**

Assess the economic costs of developing, implementing, operating and maintaining complex IoT products, services and infrastructures; understand how value can be built across an IoT value chain, including the balance of reward and risk; understand the value of social, cultural and wellbeing impacts of IoT on the economy; develop robust methodologies to assess the actual economic output of IoT, including digital economics and their impact on businesses gross value added, taxation and the real impact on the GDP; understand the business models and social and economic impact of alternative markets enabled by digital economies, such as black markets.

**Improving methods for the usage of IoT-generated data**

Develop data validation methods and methods for ensuring data integrity; investigate the role of data marketplaces and data platforms in allowing controlled sharing or trading of data; explore methods including standardisation for a general approach to data description, data quality, provenance and integrity; assess the
human and social consequences of generating, using, exchanging and interpreting data including outputs of machine learning and AI.

Interoperability: the role of open source versus proprietary solutions
Balance risks of open source and community-led activities with the advantages of open source for business and innovation, depending on level of criticality and use; understand the role of open source in democratising access to services and in the development of business ecosystems; understand how to balance strong competition with ensuring sufficient interoperability and open collaboration; understand the role of IoT marketplaces; understand the role of the cloud and IoT.

Skills development for digital economy
Explore the diversification of the emerging workforce, investigating methods to foster inclusive education and training that explores innovative approaches; propose a model to retrain skilled workers with minimum social and economic impact; assess the impact of IoT on job markets; assess the impact of IoT on major public interest sectors.

Security and risk management
Resilience and reliability
Develop the science and methodologies needed to design resilient systems; understand whole-life risks and when systems or devices become unreliable; investigate systems that can self-identify compromise, promote autonomous isolation of compromised sub systems and enable graceful degradation; understand the reliability of data collected by IoT-based systems, and the extent to which it can reliably inform intelligent autonomous systems; understand the relationship between data reliability and systems resilience in autonomous decision-making, machine learning and AI.

Security design issues
Understand and characterise design trade-offs that reconcile security, safety and privacy of IoT; develop techniques for characterising further trade-offs such as power consumption versus security, or longevity versus affordability; understand how the human element needs to be considered in the design of security and in achieving security and safety trade-offs; ensure interoperability that allows for end-to-end security.

New methods of threat analysis
Develop threat modelling and analysis techniques that can represent human, physical and cyber aspects of a system; determine how such techniques might inform the selection of countermeasures and inform how to balance protection of a system between its human, physical and cyber aspects; develop methods to determine the risks and impacts of compromise.

Risk management in critical infrastructure
Explore whether new risk assessment practices should be adopted where IoT is applied in critical infrastructure; explore whether IoT will change how critical infrastructure is defined; investigate whether IoT will emerge as a critical infrastructure or produce new categories of critical infrastructure, and how policy challenges compare to other utilities; determine how the burden for implementing, monitoring and enforcing privacy and security measures should be distributed between private and public entities.

Organisational decision-making
Generate evidence and develop methods to help organisations improve decision-making around security and IoT; generate evidence to help organisations balance the cost of implementing security measures with the risk mitigation outcomes.

Adoption, societal implications and implementation
Adoption
Understand factors that influence IoT adoption including consumers' incentives and motivation; develop new methodologies and design approaches appropriate to IoT that extend user-centred design approaches so that products and services are driven by user expectations, technical feasibility, and notions of desirability; understand usability and how consumers might adopt and manage multiple, connected devices, services and accounts; develop a framework to map IoT stakeholders, including individuals, businesses, regulators and governments, requirements across application domains.

Consumer trust in IoT
Understand trust and how to foster it in consumers; understand the role of technical and data literacy in promoting trust; understand people’s perceptions of security and privacy risks and the influence of high-profile security events; understand whether people trust automated systems and the underlying algorithms, and the point at which it is appropriate not to be in control; determine how to improve trust in autonomous systems and algorithms; develop tools for people to understand and manage what data is being collected about them, the consequences of data sharing, and the value and utility of their data.

Consent
Understand how the principle of 'free and informed consent' stands in the context of IoT and aligns with legislation and guidance; develop forms of consent appropriate to IoT technology and context of use; characterise where consent is needed or where it is not appropriate; develop ways of communicating to users what they are consenting to and consequences of giving or withholding consent.

Privacy-enhancing techniques
Develop data encryption techniques suitable for IoT; develop anonymity models for data management in IoT, for example to protect privacy during data exchange; develop privacy lifecycle management mechanisms for smart things; understand how to achieve 'unlinkability' for data privacy; understand how to enhance users’ control over their location information, its disclosure, use and combination.

Ethical issues related to the use of algorithms
Understand factors that influence ethical behaviour of autonomous decision-making, including machine learning and AI – for example, how the respective roles of developers in specifying parameters and users in configuring them might prioritise some values and interests over others.

Societal Implications
Study the effect of IoT for diverse communities, in particular underrepresented, discriminated or underprivileged groups; assess IoT’s scope to facilitate, enhance or worsen (inter)national surveillance and censorship dynamics; analyse the longitudinal consequences of emerging technologies on societal structures, behaviours and cohesion.
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**Address the engineering skills crisis**

Meeting the UK’s needs by inspiring a generation of young people from all backgrounds and equipping them with the high quality skills they need for a rewarding career in engineering.

**Position engineering at the heart of society**

Improving public awareness and recognition of the crucial role of engineers everywhere.

**Lead the profession**

Harnessing the expertise, energy and capacity of the profession to provide strategic direction for engineering and collaborate on solutions to engineering grand challenges.

The PETRAS Cybersecurity of the Internet of Things Research Hub is funded by the Engineering and Physical Sciences Research Council (EPSRC) to explore critical issues of Privacy, Ethics, Trust, Reliability, Acceptability, and Security (PETRAS) relating to the Internet of Things (IoT). The Hub brings together nine leading UK universities, (University of Warwick, University of Oxford, Lancaster University, University of Surrey, University College London, University of Edinburgh, University of Southampton, Imperial College London, and Cardiff University).
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